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Welcome to Continuous Delivery for Puppet Enterprise

Continuous Delivery for Puppet Enterprise (PE) is atool for streamlining and simplifying the continuous integration
and continuous delivery of your Puppet code. Continuous Delivery for PE offers a prescriptive workflow to test and
deploy Puppet code across environments.

To harness the full power of Puppet Enterprise, you need a robust system for testing and deploying your Puppet code.
Continuous Delivery for PE offers prescriptive, customizable workflows and intuitive tools for Puppet code testing,
deployment, and impact analysis, helping you ship changes and additions with speed and confidence.

Note: Continuous Delivery for PE version 4.x isnow available! To upgrade to the Continuous Delivery for PE 4.x
series from aversion in the 3.x series, see Migrating 3.x datato 4.x.

Continuous Delivery for PE docslinks Other useful places
Before you install Docsfor related Puppet products
Release notes Puppet Enterprise
Known issues Open source Puppet
System requirements Puppet Devel opment Kit
Install Continuous Délivery for PE Why and how people are using Continuous Delivery
Install using the cd4pe module for PE

Read our ebook on Critical Considerations for

Configure and manage access . .
g 9 Continuous Delivery

Configuring - Integrate with source control and PE,
set up job hardware, and configure impact analysis. ~ G€t support

User permissions and groups Search the Support portal and knowledge base

Creating and managing workspaces Upgrade your support plan

Share and contribute
Engage with the Puppet community

Learn the basics
Getting started

Key concepts Puppet Forge

Continuously deliver Puppet code Open source projects from Puppet on GitHub

See the potential impact of new code
Create ajob to test code

Choose a deployment policy

To send us documentation feedback or let us know about a docs error, use the feedback form at the bottom of each
page. Thanks!

Release notes

New features, enhancements, known issues, and resolved issues for the Continuous Delivery for Puppet Enterprise 3.x
release series.

» Continuous Delivery for PE release notes on page 5

These are the new features, enhancements, resolved issues, and deprecations for the Continuous Delivery for Puppet
Enterprise (PE) 3.x release series.

© 2024 Puppet, Inc., a Perforce company


https://puppet.com/docs/pe/latest/
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https://puppet.com/resources/ebook/critical-considerations-continuous-delivery
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https://puppet.com/support-services/customer-support/support-plans
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» Continuous Delivery for PE known issues on page 17
These are the known issues for the Continuous Delivery for PE 3.x release series.

Continuous Delivery for PE release notes

These are the new features, enhancements, resolved issues, and deprecations for the Continuous Delivery for Puppet
Enterprise (PE) 3.x release series.

To upgrade to the Continuous Delivery for PE 4.x series from a version in the 3.x series, go to Migrating 3.x data to
4.x.

Version 3.13.8
Released 1 September 2021
Resolved in this release:

« Weveimproved the database migration process from versions in the 3.x seriesto versionsin the 4.x series.

Version 3.13.7
Released 26 April 2021
Resolved in thisrelease:

* Impact analysis tasks on modules now manage prefixed environments correctly.

Version 3.13.6
Released 18 March 2021
New in thisrelease:

e Configurethe Bolt PCP read timeout period. To prevent job run timeouts caused by file sync delays,
you can how adjust the Bolt Puppet Communication Protocol (PCP) timeout period by setting the
CD4APE_BOLT_PCP_READ Tl MEQUT _SEC environment variable. For more information, see Adjusting the
timeout period for jobs.

Resolved in thisrelease:

* Impact analysis tasks are now case-insensitive when processing resource hames.

Version 3.13.5
Released 17 February 2021
Resolved in thisrelease:

» Jobs now run successfully on pull requests opened from forked copies of source control repositories.

Version 3.13.4
Released 5 November 2020
Resolved in thisrelease:

« Logging for the 3.x to 4.x data migration task is now improved.

Version 3.13.3
Released 27 October 2020

Resolved in thisrelease:

© 2024 Puppet, Inc., a Perforce company
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» Code Manager deployments triggered by Continuous Delivery for PE are now automatically retried if certain
transient failures occur.

Security notice:

e CVE-2020-25649. A j ackson- dat abi nd vulnerability has been resolved.
* CVE-2020-15250. A JUnit4 vulnerability has been resolved.
e CVE-2020-13956. An Apache HTTPClient vulnerability has been resolved.

» Sonatype-2020-0926. A security scanner may have detected a vulnerability in Continuous Delivery for PE version
3.13.x. However, Continuous Delivery for PE does not exercise the vulnerable code path and is not vulnerable.

Version 3.13.2
Released 27 August 2020
Resolved in this release:

» The 3.x to 4.x migration task now consumes less memory, reducing the possibility of out of nenory errors.

Version 3.13.1

Released 25 August 2020

Resolved in thisrelease:

«  When 3.x datais migrated to 4.x, the database no longer creates duplicate usersin the 4.x installation.

Version 3.13.0
Released 25 August 2020
New in thisrelease:

» Statusnotification prefixes. Y ou now have the option to add a custom prefix to the pipeline stage result
notifications Continuous Delivery for PE sends to your source control provider. For more information, see Status
notification prefixes for source control.

e Custom deployment policy improvements. Y ou can how use custom deployment policies when deploying code
from your control repo or module repo regex branch pipelines. Additionally, custom deployment policies now
support the use of sensitive parameters.

A

« Datamigration to 4.x. Continuous Delivery for PE 4.x is now available. To upgrade to the Continuous Delivery
for PE 4.x series from aversion in the 3.x series, see Migrating 3.x datato 4.x.

« Usability improvements. Version 3.13.0 introduces several improvements to the design and usability of the web
Ul, including:

CAUTION: Custom deployment policies are a beta feature. As such, they may not be fully documented
or work as expected; please explore them at your own risk.

« More specific error messaging when adding Puppet Enterprise credentials.
» Clearer controls when setting up a default pipeline.

Resolved in thisrelease:

» Clicking Message Center directs you to the messages associated with your username, not the messages associated
with your active workspace.

» Deployments using the direct deployment policy now fail with an error if the max_node_f ai | ur e value
assigned to the deployment is less than zero.

e Impact analysis tasks run successfully when trace-level logging is enabled.

« Pagination controls on the nodes view of impact analysis reports work as expected.

« Clicking the text of an Auto promote control in a pipeline only impacts the associated pipeline stage.

» Thefunctionality of the User settings control for the root user is restored.

© 2024 Puppet, Inc., a Perforce company
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* When editing a deployment in the web Ul after updating a custom deployment policy, the names of custom
deployment policies are no longer shown twice.

Version 3.12.4
Released 18 August 2020
New in thisrelease:

» Export Nodes page information. Y ou can now generate and export a CSV file of the information in your node
table.

» Support for Bitbucket Server source branch update webhook. Continuous Delivery for PE now supports the
new webhook for source branch updatesin a pull request introduced in Bitbucket Server version 7.0.

Note: You must manually configure your Bitbucket Server webhooks to recognize source branch updatesin
order to use this feature with Continuous Delivery for PE. See the Bitbucket Server documentation for more
information.

Resolved in this release:

» The Nodes page now displays datafor all responsive PE serversif one server is unresponsive.

Version 3.12.3
Released 5 August 2020
Resolved in thisrelease:

» The Nodes page now works as expected if SSL is enabled on your Continuous Delivery for PE installation. You
must connect using HTTPS.

Note: Firefox users who have enabled SSL and are using a self-signed certificate must add the certificate to the
Firefox trust store.

» The Nodes page now displays all other available dataif any node returnsnul | fact data.
» The column selector on the Nodes page no longer remains open when you move to a new page of results.
« Anissue with cookies has been resolved, and the Nodes page now loads correctly when using Safari or Firefox.

« When using PE 2019.7 or 2019.8, clicking View Report on the Nodes page now correctly directs you to the
appropriate report in the PE console.

Version 3.12.2
Released 20 July 2020
Resolved in this release:

* Thelatest version of the puppet | abs- cd4pe_j obs moduleisno longer required, and jobsin installations
where the module has not been upgraded now work as expected.

Version 3.12.1
Released 20 July 2020
Resolved in this release:

e When asuper user is deleted from Continuous Delivery for PE, the workspaces the user was a member of now
remain intact.

Security notice:

e CVE-2020-14039. A security scanner may have detected a Go vulnerability in Continuous Delivery for PE
version 3.11.x and 3.12.x. However, Continuous Delivery for PE does not exercise the vulnerable code path and
so ishot vulnerable.

© 2024 Puppet, Inc., a Perforce company


https://confluence.atlassian.com/bitbucketserver/bitbucket-server-7-0-release-notes-990546638.html#BitbucketServer7.0releasenotes-Anewwebhookforsourcebranchupdatesinapullrequest

continuous-delivery | Release notes | 8

Version 3.12.0
Released 15 July 2020
New in thisrelease:

* Maximum concurrent catalog compiles setting. Each impact analysis-enabled PE instance integrated
with Continuous Delivery for PE now has a setting for the maximum number of node catalog compilations
each workspace is allowed to perform concurrently — 10 by default. This setting helps to balance the catalog
compilation load placed on a PE instance by Continuous Delivery for PE impact analysis report generation. Adjust
this setting by editing your PE credentials in the Settings area.

» Customizablejob timeout intervals. You can now adjust the length of time allowed for ajob to complete,
connect to an endpoint, or access a cached Git repository before timing out. For more information, see Adjusting
the timeout period for jobs.

* Repository caching improvements. By default, Continuous Delivery for PE now omitsthe. gi t directory when
passing a cached Git repository to job hardware. For more on enabling and customizing Git repository caching,
which remains disabled by default, see Improving job performance by caching Git repositories.

« Usability improvements. Version 3.12.0 introduces several improvements to the design and usability of the web
Ul, including:

« |f anode catalog compilation fails, the associated impact analysistask's status is shown as FAILED instead of
DONE.
* Many icons have been updated to offer a cleaner, more streamlined look and feel.

Resolved in thisrelease:

» Custom deployment policies with redundant approval steps— such as those that include a custom approval step
and also utilize a built-in deployment policy with its own approval step —now only request approval once.

« Continuous Delivery for PE now only sends a new status update to your source control provider when the
pipeline's status has changed.

Security notice:

e CVE-2020-13692. A security scanner may have detected a PostgreSQL JBDC driver vulnerability with a9.8
CV SS score in Continuous Delivery for PE version 3.11.1 and earlier. However, Continuous Delivery for PE does
not exercise the vulnerable code path and so is not vulnerable. Continuous Delivery for PE version 3.12.0 includes
PostgreSQL version 42.2.13, which resolves the vulnerability.

Version 3.11.1
Released 25 June 2020
Resolved in this release:

« Bitbucket Server users are now able to see all of their organizations, repositories, and branches when adding a
control repo or module repo.

Version 3.11.0
Released 24 June 2020
New in thisrelease:

* Nodes page. The new Nodes page shows information about the nodes from all PE instances integrated with a
workspace. Y ou can create a custom table with columns displaying the fact values you're most interested in. To
get started using the Nodes page, see Reviewing node inventory.

Important: To use the Nodes page, you must upgrade the puppet | abs- cd4pe moduleto version 2.0.1.

e Control repository webhooks update automatically. If you update the backend service endpoint for your
Continuous Delivery for PE installation, the webhooks connecting the software to your source control provider are
automatically updated.

© 2024 Puppet, Inc., a Perforce company
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* Pipdineuniqueidentifier for custom deployment policies. A new environment variable,
CDAPE_PI PELI NE_I D, isavailable for inclusion in your custom deployment policies. For more information,
see the see the module documentation for puppet | abs- cd4pe_depl oynent s.

A

Resolved in this release:

CAUTION: Custom deployment policies are a beta feature. As such, they may not be fully documented
or work as expected; please explore them at your own risk.

» Thetemporary branches Continuous Delivery for PE creates during deployments now use only lowercase | etters.
» Listing LDAP groups now succeeds when pagination is disabled on your LDAP server.
e Impact analysis task information is now shown correctly when you click Edit impact analysisin a pipeline.

Version 3.10.1
Released 16 June 2020
Resolved in this release:

« Git repository caching, which remains disabled by default, is now utilized for deployments.

Version 3.10.0
Released 10 June 2020
New in thisrelease:

e CloneGitLab repositoriesusing HTTP(S). GitLab users can now select whether to clone repositories using SSH
(default) or HTTP(S). The cloning protocol is set per workspace on the Sour ce contr ol page in Settings.

e Improved search for LDAP groups. Thisrelease eliminates a previous limit on the number of LDAP groups
recognized by Continuous Delivery for PE, and improves LDAP group search functionality.

« Usability improvements. Version 3.10.0 introduces several improvements to the design and usability of the web
Ul, including:

e Improved error messaging when an impact analysis task fails to locate Code Manager parameters.
Resolved in this rel ease:

« Duplicate deployment task events are no longer shown on a deployment's details page.

» For users who have enabled Git repository caching, when a symlink is present in a Git repository, Continuous
Delivery for PE now copies the symlink instead of its target.

» Jobsthat produce alarge amount of output no longer deadlock.

Version 3.9.3
Released 5 June 2020
Resolved in this release:

« Inorder to minimize the unintended effects on smaller repositories, Git repository caching is now disabled by
defaullt.

Version 3.9.2
Released 4 June 2020

Resolved in thisrelease:

e Thepuppet db_connecti on_ti meout _sec class parameter now correctly implements the timeout period
you set.

© 2024 Puppet, Inc., a Perforce company
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* In some cases, the cached Git repositories that power the job performance improvements introduced in version
3.9.1 can become corrupted. These special cases are now identified and correctly handled by Continuous Delivery
for PE when they occur.

Version 3.9.1
Released 2 June 2020
Resolved in thisrelease:

» Userswith large Git repositories who are running a Puppet agent on their job hardware no longer experience job
timeouts.

Version 3.9.0
Released 28 May 2020
New in thisrelease:

» Configure PuppetDB timeout for impact analysistasks. Y ou can now use the new
puppet db_connecti on_ti meout _sec keyinyour. cd4pe. yam filesto set a PuppetDB timeout period
for impact analysis tasks.

« Usability improvements. Version 3.9.0 introduces several improvements to the design and usability of the web
Ul, including:
* A more helpful error message if aninvalid URL is entered as an Artifactory endpoint.
« Updated icons and improved readability on the Control Repos and M odules pages.

Resolved in thisrelease:

* Impact analysis reports now correctly reflect Hiera data changes in modules.

« Installations that include job hardware running a Puppet agent are now able to promote to the next stage of a
module pipeline following a stage that ends with a job.

» Azure DevOps webhook URLSs are now parsed correctly when using the deprecated vi sual st udi 0. comURL.

Version 3.8.0
Released 13 May 2020
New in thisrelease:

» Deployment approval functionsfor custom deployment policies. Two new functions,
approve_depl oynent anddecl i ne_depl oynent are available for inclusion in your custom
deployment policies. For more information, see the see the module documentation for puppet | abs-
cd4pe_depl oynent s.

A

» Optional mail attribute setting for L DAP configurations. When configuring your LDAP integration, you now
have the option to select the LDAP user attribute that will identify each member's email address in Continuous
Delivery for PE. If unset, thisfield defaultsto mai | .

e Environment variablesfor jobs. When composing a non-Docker-based job, you can now use the SREPO DI R
environment variable to reference the directory that houses the relevant control repo or module repo. Additionally,
Continuous Delivery for PE now automatically locates and sets the $HOVE environment variable before running a
job.

« Usability improvements. Version 3.8.0 introduces several improvements to the design and usability of the web
Ul, including:

CAUTION: Custom deployment policies are a beta feature. As such, they may not be fully documented
or work as expected; please explore them at your own risk.

* You can now search branch names when selecting the location of a. cd4pe. yamni file.

Resolved in thisrelease:

© 2024 Puppet, Inc., a Perforce company
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» Entering the bind DN password is no longer required when disabling an LDAP configuration stored in Continuous
Delivery for PE.

» The status of impact analysis tasksis now displayed correctly on the impact analysis report's overview page.

e Thelatest job and deployment activity for each repo is now displayed properly on the Control Repos and
M odules pages.

« The name of the pipeline used in a deployment is now shown correctly in deployment approval request emails and

message center messages.
* You can how successfully complete a manual promotion from any stage in a pipeline which ends with a job.

* Userswho built module pipelines using an earlier version of Continuous Delivery for PE and then upgraded to the
3.x series now receive the correct URL to the module deployment approval decision page in deployment approval
emails.

Version 3.7.1
Released 5 May 2020
Resolved in this release:

< Anerror and failure of one deployment no longer occurs whenever two deployments are running in the same
workspace at the same time.
» Deployments no longer unexpectedly restart when certain conditions are met.

Version 3.7.0
Released 28 April 2020
New in thisrelease:

e Transfer workspace owner ship between users. Super users and the root user can now reassign ownership
of aworkspace to a different Continuous Delivery for PE user. For instructions, see Transfer ownership of a
workspace.

e Set user group permissionson a subset of modules. You can now create user groups that have permissions on
only asubset of the modules in your workspace.

* New direct deployment policy parameter: f ai | _i f _no_nodes. Deployments using the direct deployment
policy can now tell Continuous Delivery for PE to stop the deployment and report afailureif the selected
environment node group doesn't contain any nodes.

« Usability improvements. Version 3.7.0 introduces several improvements to the design and usability of the web
Ul, including:

« Theemail addressfield used for creating login credentialsis now case insensitive.
e The commit at the HEAD of afeature branch is now automatically selected when creating a new on-demand
deployment for aregex branch pipeline.

Resolved in thisrelease:

» Resources with asingle parameter change are displayed correctly in impact analysis reports.

e Optional deployment plan parameters are no longer sent as empty stringsto Bolt.

e Commit authors are shown when listing commits for Bitbucket Cloud repos during the creation of a new on-
demand deployment or impact analysis report.

» Bitbucket Server URLs are rendered correctly in deployment approval emails.

*  When logged in as a super user, clicking the Workspaces settings tab in the root console no longer changes the
navigation panel options to those of a non-root workspace.

Version 3.6.1
Released 16 April 2020

Resolved in thisrelease:

© 2024 Puppet, Inc., a Perforce company
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» Deployments using the temporary branch deployment policy now correctly perform a code deploy following a
successful orchestrated deployment.

Version 3.6.0
Released 14 April 2020
New in thisrelease:

* Generatemoduleimpact analysisreports on demand. Y ou can now generate an impact analysis report for any
module change by clicking Manual actions > New I mpact Analysis on amodul€e's details page.

« Usability improvements. Version 3.6.0 introduces several improvements to the design and usability of the web
Ul, including:

« A redesigned User s page with new controls for adding users to your workspace or removing users from your
workspace.

» A redesigned Groups page with an updated workflow for adding and removing group members and user
permissions.

Resolved in thisrelease:

* Impact analysis reports no longer fail to generate if an impacted resource contains null Unicode characters.

Version 3.5.0
Released 2 April 2020
New in thisrelease:

« Usability improvements. Version 3.5.0 introduces several improvements to the design and usability of the web
Ul, including:

e The SMTP Password field now has controls to show or hide the password.
Resolved in this release:

» Changesto module resources are now correctly reflected in module impact analysis reports.

« Module deployments using the feature branch deployment policy now correctly create and name branches for
GitHub and GitHub Enterprise users.

» The Continuous Delivery for PE server logs no longer include unnecessary Unsupport ed PEM f or mat
errors.

Version 3.4.1

Released 23 March 2020

Resolved in this release:

*  Webhook-triggered jobs no longer fail for GitLab users.

Version 3.4.0
Released 18 March 2020
New in thisrelease:

« Useany node with a Puppet agent installed asjob hardware. You can now run your Continuous Delivery
for PE jobs on any node with a Puppet agent installed. For instructions on configuring new job hardware, see

© 2024 Puppet, Inc., a Perforce company
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Configure job hardware running a Puppet agent. For instructions on migrating your existing job hardware servers,
see Migrate job hardware.

Note: To successfully configure a Puppet agent node, you must install the puppet | abs- cd4pe_j obs
module and ensure the Continuous Delivery user rolein PE can runthe cd4pe_j obs: : run_cd4pe_j ob task.
See the documentation linked above for instructions.

e Cancel an in-progressimpact analysistask. Y ou can now cancel any scheduled or in-progress impact analysis
task from the impact analysis details page.

« Usability improvements. Version 3.4.0 introduces several improvements to the design and usability of the web
Ul, including:

» Clearer messaging in impact analysis reports and the removal of unhelpful "diff istoo large”" messages.
« Deployments are no longer labeled FAIL ED when a deployment approval request is declined.
» TheControl Repos page now show 10 control repos per page, and the M odules page now shows 10 modules
per page.
» For deployments that require approval, the Appr ove and Decline buttons now vanish after an approval
decision is provided.
» Deployments that are awaiting approval now show a PENDING APPROVAL label instead of aRUNNING
label in the Eventstimeline.
« You can now enter either an |P address or hostname in the Puppet Enter prise Console Address field when
adding new PE credentials.
e Logging improvements. Version 3.4.0 introduces several improvements to the Continuous Delivery for PE logs,
including:
« LDAP queries and replies are now included in the logs.
Resolved in this rel ease:

« TheGitHub access_t oken query parameter, which has been deprecated by GitHub, is no longer used by
Continuous Delivery for PE in requests to the GitHub API.

» |If the value of a port parameter in the puppet _ent er pri se classin the PE Infrastructure node group is set as
astring, automatic integration of PE no longer fails.

» All eventsin astage of a pipeline run no longer show the same timestamp.

e Version 3.4.0 resolves CVE-2020-7944. When you add a new resource or class with sensitive parameters, impact
analysis reports redact the plain text values of the sensitive parameters.

Deprecated in this release:

e Support for the Continuous Delivery agent on job hardware. As part of our effort to simplify the Continuous
Delivery for PE setup process and prioritize the tools PE users already havein place, support for the Continuous
Delivery agent is deprecated in version 3.4.0, and will be removed in afuture release. For more information, see
Migrate job hardware.

Removed in this release:

e Support for Puppet Enterprise version 2019.1. PE 2019.1 has reached the end of its support lifecycle.
« Hardware Agents. As part of the deprecation of the Continuous Delivery agent, we've removed the Har dwar e
Agents page from Settings.

Version 3.3.0
Released 19 February 2020
New in thisrelease:

e IncludeBolt tasksin custom deployment policies. Y ou can now include Bolt tasks in the custom deployment
policies you run in your Continuous Delivery for PE pipelines. If necessary, you can disable tasks by setting
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enabl e_pe_pl ans: fal seintheconfi g section of the. cd4pe. yam filefor the impacted control repo
or module. For more on tasks, see Tasks and plansin PE.

A

L ogging improvements. Version 3.3.0 introduces several improvements to the Continuous Delivery for PE logs,
including:

CAUTION: Custom deployment policies are a beta feature. As such, they may not be fully documented
or work as expected; please explore them at your own risk.

» Information about control repo activitiesis now included in the logs.

« Impact analysisinformation about file changes, module changes, and changed Hierakeys is now included in
the logs.

« Toreduce unnecessary noisein the logs, log messages regarding dependency checking during pipeline runs are
no longer included unless the logging level isincreased to TRACE.

For more about the Continuous Delivery for PE logs, see Troubleshooting.

Resolved in this release:

Impact analysis reports that include Hiera data changes no longer include information on nodes impacted by the
Hiera data change that are outside the selected environment.

M odule deployments using the feature branch policy no longer trigger the control repo pipeline associated with
the feature branch policy.

If acustom Docker image in the format <I MAGE>: <VERSI ON> isincluded in ajob, webhooks for that job now
fire correctly.

Version 3.2.1
Released 5 February 2020

Resolved in thisrelease:

CVE-2020-7238. This Netty vulnerability has been resolved.

Version 3.2.0
Released 4 February 2020

New in thisrelease:

Featur e branch deployment policy support for modules managed as code. Deployments using the feature
branch deployment policy can now be included in a module regex branch pipeline that is managed with a

. cd4pe. yam file.

Stor e custom deployment policiesin / si t e. Continuous Delivery for PE now looks for custom deployment
policiesinthe/ si t e directory of your control repo aswell asin the/ nodul e and/ si t e- nodul e
directories.

Usability improvements. Version 3.2.0 introduces several improvements to the design and usability of the web
Ul, including:

e When LDAP s enabled, the login screen asks for an LDAP username instead of an email address. This LDAP
username maps to the User attribute setting from your LDAP configuration.

e The YAML code validation tool shows an error message if your pipelines YAML code includes aninvalid
regular expression.

Resolved in this release:

Thedepl oynment _pol i cy_br anch parameter is now correctly applied when it isincluded in a
. cd4pe. yan file.

Approval request emails are now delivered to members of the approval group.

An appropriate message is shown in the web Ul when a deployment approval request is declined.
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Version 3.1.1

Released 28 January 2020

Resolved in this release:

* CVE-2019-16869. This Netty vulnerability has been resolved.

Version 3.1.0
Released 22 January 2020
New in thisrelease:

« Delete users. Super users and the root user can how permanently delete user accounts from your Continuous
Delivery for PE installation. Perform this action with caution: deleting a user also deletes all artifacts created by
that user in Continuous Delivery for PE, including workspaces, jobs, integrations, pipelines, control repos, and
module repos. For more information, see Delete a user.

e Impact analysisincludes Hiera datareferenced in root-level hi er a. yanm files. Impact analysis reports now
include changes to the Hiera data housed in locations referenced in the hi er a. yam filelocated at the root
level of your control repo or module repo. If your control repo or module repo does not include ahi er a. yamni
file at the root level, Continuous Delivery for PE will fall back to analyzing Hierachangesinthe/ dat a and/
hi er adat a directories.

« Usability improvements. Version 3.1.0 introduces several improvements to the design and usability of the web
Ul, including:

» Better handling of long pipeline names.

» Clearer messaging when creating aregex branch pipeline.

« Validation of the selected Docker image name when a new Docker-based job is created.

e Animproved experience and clearer error message if a deployment fails because the target environment node
group contains no nodes.

Resolved in this release:

e Impact analysis tasks can now be included in a module pipeline that is managed with a. cd4pe. yam file.

» |f acode manager task fails during a deployment attempt, the deployment details page now showsaFAILED
status for that event instead of a DONE status.

* Newly created Docker-based jobs now use the correct default Docker image name.

e A duplicate description field is no longer present when you configure a manual deployment for amodule.

» Theassociated control repo is automatically selected when you create an impact analysis stage in amodul€'s
pipeline.

* A deployment to a protected environment no longer shows a PENDING status after the deployment is approved.

« A Bolt error no longer occurs if adeployment using the temporary branch deployment policy is cancelled prior to
the approval step.

« When Continuous Delivery for PE failsto correctly parsea. cd4pe. yam file, it logs the parsing error in the
application logs and displaysit in the web Ul.

» The status of Puppet runsis now correctly displayed on each deployment's details page.

Security notice:

« CVE-2019-16869 isdetectablein version 3.1.0. A security scanner may detect a Netty vulnerability with a
5.0 CVSS scorein Continuous Delivery for PE. However, Continuous Delivery for PE does not exercise the
vulnerable code path and so is not vulnerable.

Deprecated in this release:

e Support for MySQL and DynamoDB external databases. As part of our effort to streamline the installation
process and ensure Continuous Delivery for PE meets performance standards, support for MySQL and Amazon
DynamoDB external databases is deprecated in version 3.1.0, and will be removed in afuture release. Before
support ends, we'll provide information about how to migrate your external database to a supported option.
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Version 3.0.2
Released 19 December 2019

Resolved in thisrelease:

Deployments failed for any module regex branch deploying to a PE instance using prefixed environments where
the selected prefix was "No prefix.”

Note: If you created a deployment of this type while using Continuous Delivery for PE version 3.0.0 or 3.0.1, you
must delete and recreate the deployment for it to work properly.

In control repo regex branch pipelines that were converted to management with code, deployments using the
feature branch deployment policy failed validation.

Module deployments could not be canceled.

Control repo and module regex branch pipelines that are managed with code did not trigger correctly.
Environment prefixes were not added to target environment names in deployments using the feature branch
deployment policy from control repos. As aresult, these deployments were not completed correctly.

When aroot or super user updated the Docker image used as global shared job hardware, the updated image was
not used for jobs running on the shared job hardware.

Version 3.0.1
Released 16 December 2019

Resolved in thisrelease:

If you attempted to manage a pipeline as code that included a deployment using the feature branch policy, a
Paraneter specified as non-null is null erroroccurred and the pipeline did not successfully
transition to management with code.

Continuous Delivery for PE did not correctly default to looking for custom deployment policy files on the
Production branch if abranch had not been set explicitly.

Version 3.0.0
Released 11 December 2019

New in thisrelease:

Construct and manage your pipelines as code. Y ou now have the optiontousea. cd4pe. yam file housed
in your control repo or module repo to construct, update, and manage your pipelines. Managing pipelines with
code creates a version-controlled record of pipeline changes over time. For more information, see Constructing
pipelines from code.

View Hiera changesin impact analysisreports. When you update a Y AML filein your Hiera data directory,
impact analysis reports will now report what systems will be impacted and how their desired state will change.
For the first version of this feature, Continuous Delivery for PE analyzes changesin/ dat a and/ hi er adat a
directoriesin your control repo or module.

Important: Hierachangesinimpact analysis reports are only supported on PE 2019.2.0 and newer versions.

Usability improvements. Version 3.0.0 introduces several improvements to the design and usability of the web
Ul, including:

* A redesigned deployment details view featuring a new sequential list of the events that make up a deployment,
with details about each event.

» An updated pipelines design with clearer controls and arefreshed color palette.

« A new Manual actions selector used for initiating on-demand impact analysis reports, deployments, or
pipeline runs.

Improved deployment approval messaging. The message sent to designated deployment approvers now
contains more information about the proposed deployment, including the URL of the module or control repo, the
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name of the user who initiated the deployment, the name of the pipeline, and alist of the commitsincluded in the
deployment.

* Fewer stacktrace exceptionsincluded in log files. We've reduced the number of stacktrace exceptions that
resulted from checking for dependencies and approvals. You'll no longer see long stacktrace errors for the
following:

com puppet . pi pel i nes. cdpe. cdpeTaskUt i | s. COPETaskl nt err upt edExcept i on:
Dependency check attenpt naxtine exceeded.

com puppet . pi pel i nes. cdpe. cdpeTaskUt i | s. COPETaskl nt er r upt edExcept i on:
Approval check attenpts nmaxi unum exceeded. Thread should yeild and try
agai n.

Special betafeature in this release:

« Custom deployment policies. We've learned from our users that the deployment policies built into Continuous
Delivery for PE don't always align with the deployment work you need to do. In response, we're introducing the
ability to compose your own set of steps for deploying Puppet code. For more information, see Creating custom
deployment policies.

A

Resolved in thisrelease:

CAUTION: Custom deployment policies are a beta feature. As such, they may not be fully documented
or work as expected; please explore them at your own risk.

« The name of the default Docker container is now consistently shown in the Docker Image Name field on the job
creation page if no other Docker image is defined.

Security notices:

« CVE-2019-16869 is detectable in version 3.0.0. A security scanner may detect a Netty vulnerability with a
7.5 CV SS score in Continuous Delivery for PE. However, Continuous Déelivery for PE does not exercise the
vulnerable code path and so is not vulnerable.

* Sonatype-2019-0115is detectable in version 3.0.0. This vulnerability is detected by the Sonatype Nexus
scanner. However, Continuous Delivery for PE does not use the library that triggers the vulnerability and so is not
vulnerable.

Removed in this release:

* Incremental branch and blue-green branch deployment policies. We've removed the incremental branch and
blue-green branch deployment policies. If your pipeline included a deployment using one of these policies, the
deployment has been removed from the pipeline. These policies were deprecated in Continuous Delivery for PE
version 2.7.0.

e Module deployment reports. We've removed this feature from version 3.x.

Continuous Delivery for PE known issues

These are the known issues for the Continuous Delivery for PE 3.x release series.

Impact analysis tasks fail when using Puppet Enterprise versions 2021.2 or 2019.8.7

Impact analysisfailswithaR10K: : Modul e: : Forge cannot handl e option

“default _branch_override’ error. If you're using these versions of PE, you must update the pe- r 10k
package by following the instructions in this Puppet Support article to continue to use impact analysis. After you
update the package, you can update to future versions of PE using the installer as normal.
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The puppet _agent module cannot be used to upgrade Puppet agents on job hardware

Due to the fact that Continuous Delivery for PE nodes are classified as PE infrastructure nodes, the puppet _agent
module cannot be used to successfully upgrade Puppet agents running on job hardware. To upgrade the Puppet agent
on ajob hardware node, use the agent upgrade script.

A PE instance cannot be integrated if dns_al t _nanes is not set on the master certificate

If the Puppet master certificate for your PE instance does not have dns_al t _nanes configured, attempting to
integrate the instance with Continuous Delivery for PE failswithaWe coul d not successful ly validate
the provided credentials agai nst the Code Manager Servi ce error. The master certificate
must be regenerated before PE is integrated with Continuous Delivery for PE. For instructions, see Regenerate master
certificates in the PE documentation.

Impact analysis for Hiera data is unavailable when using PE 2019.7

If you are using PE version 2019.7 with Continuous Delivery for PE version 3.7.1 or earlier, impact analysis of Hiera
data changesis unavailable. To resolve thisissue, upgrade your Continuous Delivery for PE installation to version
3.8.0 or later.

Impact analysis report inaccuracies when using PE 2019.2 and earlier versions

Due to an r10k issue, impact analysis reports generated using PE 2019.2 and earlier versions might include
nonexistent module changes and cal culations of the impact of those nonexistent changes. The underlying issue was
resolved in r10k version 3.4.0 and included in PE 2019.3 and all newer versions.

Unable to add Amazon S3 credentials when disk storage is configured

If you install Continuous Delivery for PE from the PE console (which automatically sets up disk storage), you might
see an error if you attempt to add Amazon S3 credentials in the web Ul. To work around thisissue, sign into the root
console and add your Amazon S3 credentials on the Stor age tab of the Settings page.

Jobs fail when using chained SSL certificates on Windows

If you are using Continuous Delivery for PE with SSL configured to use chained certificates, attemptsto run jobs on
Puppet agent-based Windows job hardware will fail.

Rerun job control is unresponsive after two hours for Bitbucket Cloud users

This known issue applies only to Bitbucket Cloud users. When a pipeline run for a control repo or module was
completed more than two hours ago, clicking the Rerun Job button resultsin an Aut hent i cati on fail ed
error.

Purging unmanaged firewall rules with the puppet | abs-firewal | module deletes required firewall
settings

If your Continuous Delivery for PE node usesthe puppet | abs-fi rewal | moduleto manageitsfirewall
settings, and if aresources { 'firewal l': purge => true } metaparameter isset onthenodeor at a
higher level, Puppet will remove the unmanaged Docker firewall rules Continuous Delivery for PE requiresto run
successfully. To work around thisissue, disable unmanaged firewall rule purging for your Continuous Delivery for
PE node by changing the metaparameter tor esources { 'firewall': purge => false }.

Deployments for module regex branches are not supported when managing pipelines as code in
versions 3.0 and 3.1

In Continuous Delivery for PE versions prior to 3.2.0, deployments using the feature branch deployment policy
cannot be included in amodule regex branch pipeline that is managed with a. cd4pe. yam file. To work around
thisissue, upgrade to version 3.2.0 or newer, or click Manage pipelines and select Manage in the web Ul, then
delete and recreate all deployments in the pipeline.
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Module impact analysis tasks cannot be added to a pipeline after upgrading to version 3.0.0

If you added the credentials for the PE instance associated with a module pipeline's deployment tasks to Continuous
Delivery for PE before you upgraded to version 3.0.0, you are unable to add impact analysis tasks to the pipeline. To
work around thisissue, delete and re-add the PE instance's credentials, giving the PE instance the same friendly name
it had previougly.

Custom deployment policies aren't initially shown for new control repos

When your first action in anewly created control repo isto add a deployment to a pipeline, any custom deployment
policies stored in the control repo aren't shown as deployment policy options. To work around this issue, click Built-
in deployment palicies, then Custom deployment policiesto refresh the list of available policies.

Regex branch module deployments fail if the : cont r ol _br anch pattern is used for multiple
modules

Deploying a module from aregex branch pipeline fails if more than one module in your Puppetfile uses the
:branch => :control _branch pattern. To work around thisissue, make sure that the def aul t _br anch
parameter is set in the Puppetfile for every Git-sourced module that usesthe: branch => : control _branch
pattern.

Docker configuration changes to jobs are not immediately available

When you update the Docker configuration for ajob, several minutes elapse before your changes take effect. To work
around thisissue, wait at least five minutes after making a Docker configuration change before attempting to run the
job.

Users removed from all workspaces cannot add new workspaces

If you delete or are removed from all workspaces of which you are amember, you are directed to the Add New
Workspace screen. If you log out or navigate away from this screen without creating a new workspace, you
are unable to access any workspaces or get back to the Add New W orkspace screen until invited to an existing
workspace by another user. To work around this issue, create a new workspace when prompted, or request an
invitation to an existing workspace.

Getting started with Continuous Delivery for PE

Greetings! Welcome to Continuous Delivery for PE. If you're trying out the software for the first time, this getting
started guideis for you. As anew user, you'll need to perform some initial workspace setup tasks, and then we'll show
you how to begin using core features of Continuous Déelivery for PE.

You'rejust afew steps away from a more streamlined, powerful, and flexible Puppet code delivery process. Ready to
get started?

Step 1: Install Continuous Delivery for PE

First, use the main documentation to install Continuous Delivery for PE.

Follow the instructionsin Install Continuous Delivery for PE.

Step 2: Create your user account and set up a workspace

Think of aworkspace like a heighborhood within the Continuous Delivery for PE city. Y our workspace is where you
store and access resources such as control repos, pipelines, and jobs. When you're ready to collaborate, you can invite
the members of your team to join your workspace.
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1. If you haven't already done so, navigate to the Continuous Delivery for PE web Ul address you received at the end
of theinstallation processin Step 1.

2. Create your user account.
a) Onthelogin page, click Create an account.
b) Fill inthe registration form and create a username and password.
¢) Click Sign Up.

Note: For amost al tasks you'll perform in Continuous Delivery for PE, you'll use your individual
user account, not the root account. The root account is only used for special administrative tasks such as
installation, designating super users, and deleting users.

3. Set up aworkspace.

a) On the Choose a workspace screen, click + Add new wor kspace.
b) Enter aname for your workspace and click Create wor kspace.

Step 3: Set up integrations

Next, it'stime to set up integrations with your PE instance and the source control system where you keep your Puppet
code.

We're sending you to our integration docs to complete these tasks.

1. Follow our Integrate with Puppet Enterprise instructions.
2. Follow the Configure impact analysis instructions.
3. Select your source control system from the list below and follow the integration instructions:

* Azure DevOps Services
» Bitbucket Cloud
» Bitbucket Server

* GitHub
e GitHub Enterprise
e GitLab

4. Optional. To make sure you're always running the latest available version of the software, install the
puppet | abs- cd4pe module to automate upgrades of Continuous Delivery for PE.

Step 4: Configure job hardware

You'll now configure a node running a Puppet agent as ajob hardware server, where your code will be tested before
deployments.

1. Install a Puppet agent on the node you plan to use as job hardware. See Installing agents in the PE documentation
for details.

2. Make sure your Continuous Delivery user role in PE includes the permission to run the
cd4pe_j obs: : run_cd4pe_j ob task.
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3. Install the puppet | abs- cd4pe_j obs module, which isrequired to run Continuous Delivery for PE jobs on
your node:

a) Addthepuppet | abs-cd4pe_j obs module to the following:

» The Puppetfile for the production environment on the PE master that manages the agent node you've
selected as job hardware

« The Puppetfile on the mast er branch of the control repo you added to Continuous Delivery for PE in step
4

A sample Puppetfile entry:

nmod ' puppet | abs-cd4pe_jobs', '1.5.0
b) Deploy the updated code to the production environment:

puppet code depl oy production --wait

4, Wewant this job hardware server to be able to use the pre-built jobs included in Continuous Delivery for PE.
Since these jobs are Docker-based, you must install and configure Docker on the node. See the Installing Docker
instructions for details.

5. Finaly, tell Continuous Delivery for PE that this node is ready to be used as job hardware for Docker-based jobs
by assigning it to a hardware capability. Capabilities organize your job hardware servers and ensure that jobs run
on hardware with the right characteristics. Continuous Delivery for PE automatically creates a Docker hardware
capability for you.

a) Inthe Continuous Déelivery for PE web UI, click Hardware.

b) Locatethe Docker capability and click + Edit.

¢) Select the PE instance that manages the node you've selected as job hardware. Then, select your job hardware
node.
The selected node is added to the Har dwar e with this capability list on the right.

d) Click Save.

Y our job hardware node is now configured and ready for use. We'll seeit in action during step 8, when we run our
pipeline for the first time.

Step 5: Add a control repo

A control repo in Continuous Delivery for PE tracks the changes made on the active development branch of your
source control system. When adding a control repo to Continuous Delivery for PE, it'simportant to connect the
master Git branch.

When you set up your new control repo, Continuous Delivery for PE adds a webhook to the associated repository in
your source control system. The webhook reports new commit activity on the repository to Continuous Delivery for
PE, enabling you to track code changes and take action.

1. Inthe Continuous Delivery for PE web Ul, click Control repos, then click Add control repo.

2. Follow the prompts to select your source control, organization, and your chosen repository.

3. Themaster branch of your repository is automatically selected for you. If your control repo does not currently
contain a master branch, follow the prompts to let Continuous Delivery for PE create one for you, and select the
branch that's under active development to create the master branch from.

Important: When working with Continuous Delivery for PE, commit only to the master branch and to any
feature branches (which are eventually merged back into the master branch). Do not push code changes to any of
your other Git branches, as doing so can create conflicts with Continuous Delivery for PE workflows.

4. Optional: Edit the name of your new control repo.

Tip: The control repo name must contain only alphanumeric characters, dashes, and underscores.
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5. Click Add. The control repo is now shown in the master list on the Control repos page.

Step 6: Set up a pipeline

Pipelinesin Continuous Delivery for PE are made up of stages and tasks. Tasks include jobs to test code,
deployments, and impact analysis; stages group tasks into a series of sequential phases.

1. Inthe Continuous Delivery for PE web Ul, click Control repos. Click the name of the control repo you added in
Step 5.

2. Ontheright side of the web Ul, you'll see the space where welll create your pipeline. Click + Add default
pipeline.

3. Your default pipeline is automatically created for your master branch. This pipeline contains three stages:

» The Codevalidation stage includes two jobs (tests for Puppet code).
« Thelmpact analysis stage includes an impact analysis task with a pull request gate (more on this later).
» The Deployment stage, where we'll add deployment instructions in step 8.

Step 7: Set up an environment node group

To give us a place to demonstrate how Continuous Delivery for PE deploys new code to your Puppet Enterprise-
managed nodes, we'll next set up asmall environment node group to use for deployment testing.

In your Git repository, create a new branch called cd4pe testing. Thiswill represent the environment node group.
On your master, run puppet code depl oy cd4pe_testing.

In the PE console, click Classification.

Click Add group... and create a new node group with the following specifications:

A w DN PR

* Parent name: All Environments

¢ Group name: CD4PE test group

» Environment: cddpe_testing

e Environment group: yes

» Description: Node group used for Continuous Delivery for PE testing

Click Add.

5. Inthelist of node groups, click CD4PE test group. In the Rulestab, pin two or three test nodes to the node
group. Make sure these nodes are not assigned to any other node groups in your PE installation.

Step 8: Deploy changes to your nodes

Once you've added a deployment to your pipeline, you can automatically move code changes to your nodes following
the deployment conditions you've set.

In the Continuous Delivery for PE web Ul, in your control repo's pipeline, click Add a deployment.
Select your PE instance, then select the CDPE test group node group we created in Step 7.

Select the Direct deployment policy. Don't worry about setting special conditions for this deployment.
Click Add deployment to stage. On the confirmation screen, click Done.

Now we need a change to pass through to production. In your Git repository, on the master branch, make a code
change such as updating a package version. Commit the change and then return to the Continuous Delivery for PE
web Ul to watch your pipeline in action.

a s DR

When triggered by your commit, the pipeline automatically runs tests on your code, skips over the impact analysis
stage that we haven't yet set up, and stops, as the pipeline is set up not to autopromote into the Deployment stage.
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Click Promote to continue the pipeline run and launch the deployment. The results of the pipeline run are logged in
the Events area on the |eft of the screen.

Step 9: Create an impact analysis report

An impact analysis report shows the potential impact that new Puppet code will have on the nodes and resources
you're managing with PE. Y ou can add impact analysis tasks to your pipeline, and you can generate impact analysis
reports on demand, aswe'll do in this step.

1. First, create achange for the report to analyze. We'll generate an impact analysis report to review how this change
impacts the nodes in your CDPE test group. In your Git repository, create afeature branch from your master
branch

On the feature branch, make a code change, such as updating a package version.
Commit the change on the feature branch and then return to the Continuous Delivery for PE web Ul.
In the Continuous Déelivery for PE web Ul, click Manual actions and select New impact analysis.

In the New impact analysis window, select your feature branch, then select the commit you just made. Select
your PE instance and the CDPE test group node group.

6. Click Analyze to generate the report.

Continuous Delivery for PE will now generate a new catalog containing your commit, and will compare this new
catalog to the current catalog of the nodes in the CDPE test group.

7. Click View impact analysis. The report shows how the change on your feature branch would impact your nodes
and resourcesif it was merged to the master branch.

o~ wD

Congratulations! Y ou've reached the end of this introductory guide. Y ou're now familiar with some of the core
features of Continuous Delivery for PE, and have a basic understanding of how the software helps you deploy Puppet
code and preview the impact of changes.

Installing

In order for your organization to begin using Continuous Delivery for Puppet Enterprise, you must first complete the
initial installation and setup process.

To upgrade to the Continuous Delivery for PE 3.x seriesfrom a version in the 2.x series, see Upgrading to 3.x.

» Continuous Delivery for PE architecture on page 24

Continuous Delivery for Puppet Enterprise (PE) communicates with your PE installation, your source control system,
and the servers you've designated as job hardware, as well as with the various components of the software.

e System requirements on page 30

Refer to these system requirements for your Continuous Delivery for Puppet Enterprise (PE) installation.

e Install Continuous Delivery for PE on page 32

Useversion 1.1.0 or later of the puppet | abs- cd4pe moduleto install and configure Continuous Delivery for
Puppet Enterprise (PE). This module installs Docker, configures the Continuous Delivery for PE Docker image and
service for you, and creates a Docker volume for disk storage.

¢ Analytics data collection on page 37

Continuous Delivery for Puppet Enterprise (PE) automatically collects data about how you use the software. If you
want to opt out of providing this data, you can do so when installing Continuous Delivery for PE.

* Puppet License Manager on page 38

Puppet License Manager is a centralized hub for self-service license management for Puppet products. Sign into
Puppet License Manager and use it to create and manage license files for Continuous Delivery for Puppet Enterprise.
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» Getting support on page 40

The Support team at Puppet provides support for all features and capabilities included in Continuous Delivery for PE.
However, the Puppet Support team only supports the approved installation methods listed on this page, and cannot
assist you with Docker configuration or container runtime issues unrelated to Continuous Delivery for PE.

« Alternative installation methods on page 40

This section includes alternative methods for installing Continuous Delivery for Puppet Enterprise (PE).

Continuous Delivery for PE architecture

Continuous Delivery for Puppet Enterprise (PE) communicates with your PE installation, your source control system,
and the servers you've designated as job hardware, as well as with the various components of the software.
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The following diagram shows the architecture and port requirements of a Continuous
Delivery for PE installation of version 3.4.0 or newer, using Puppet agent for job hardware.

80 or 443

3306 or 443 or 5432

Continu
Delivery
Puppe
Enterpr

The second diagram shows the architecture and port requirements of atypical Continuous Delivery for PE installation
of version 3.3.0 or older, using the Continuous Delivery agent for job hardware.

Important: # The Continuous Delivery agent is deprecated as of Continuous Delivery for PE version 3.4.0, and will
be removed in afuture release.
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SSH or HTTPS Connection
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Important: Continuous Delivery for PE uses TCP (Transmission Control Protocol) connections.

Job hardware and web Ul configuration Default port number
HTTP 8080

HTTPS 8443

External storage configuration Default port number
Artifactory using HTTP 80

Artifactory using HTTPS 443

Amazon S3 443

Continuous Delivery for PE uses a database to persist information. The puppet | abs- cd4pe module creates a new
installation of PE-PostgreSQL on the node where you install Continuous Delivery for PE.

# DEPRECATED: Support for external databasesis deprecated, and will be removed in afuture release.
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Database configuration Default port number
PE-PostgreSQL (local) 5432

#MySQL (external) 3306

# Amazon DynamoDB (external) 443

Continuous Delivery for PE Docker container configuration
Continuous Delivery for PE isrun as a container in Docker. When you install the software, a PE-PostgreSQL
database is created for you.

© 2024 Puppet, Inc., a Perforce company



continuous-delivery | Installing | 28

Continuous Delivery for PE s

smmam t

docker
Port mapping

Continuous Deliver
for PE container

Port 5432

PE-PostgreSQL databa:

Use these environment variables to customize the Continuous Delivery for PE container:

Environment variable Explanation

ANALYTI CS Optional. To opt out of analytics data collection, include
-e ANALYTI CS=f al se. To learn about what datawe
collect, see Analytics data collection.
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Environment variable Explanation

DUMP_URI Required. How to address port 7000 of this container,
which is the endpoint used by the Continuous Delivery
for PE web Ul to connect to the correct instance of
the Continuous Delivery agent service. In atypical
installation, thisvalueisdunp: / / | ocal host : 7000.

DB_ENDPOI NT Required if using an external database. The
mysql : // orddb: // endpoint used to connect
to your database. For example, mysql : //
sanpl ehost : 3306/ cdpe.

DB_USERand DB_PASS Required if using an external database. Credentials for
your database user.

For MySQL: Login credentials for your MySQL user.
For security purposes, the database user you select
should be able to connect to only this database.

For Amazon DynamoDB: Access and secret keys for
your DynamoDB user.

Important: Make sure you generate credentials with
full create, read, update, and del ete permissions for
DynamoDB resources.

For security purposes, select a database user you select
who can connect to only this database.

DB_PREFI X Optional. When starting up, Continuous Delivery for PE
createstablesin MySQL or DynamoDB. If you'd like the
tables to share a prefix, such ascdpe- , enter it here.

Tip: If youwish to simulate afresh installation of a
given version of Continuous Delivery for PE, entering a
new database table prefix causes all the database tables
to regenerate.
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Environment variable Explanation

PFI _SECRET_KEY Required. A 16-byte secret key used for AES encryption
of secrets (such as PE access tokens) supplied to
Continuous Delivery for PE.

If you're a*nix user, generate this key by running:

dd bs=1 if=/dev/urandom count =16 2>/
dev/null | base64

If you're a Windows user, generate this key by running:

$randonmByt es = New hj ect Byte[](16)
[ Security. Crypt ography. RNGCrypt oServi ¢
$encodedBytes =

[ Syst em Convert]:: ToBase64Stri ng($ran

eProvi der ]

donByt es)

The Continuous Delivery for PE container exposes these ports, which can be mapped to any ports of your choosing:

Port number Port use

8080 Web Ul (hon-SSL access)

8443 Web Ul (SSL access)

8000 Backend services

7000 Continuous Delivery agent service

System requirements

Refer to these system requirements for your Continuous Delivery for Puppet Enterprise (PE) installation.

Hardware requirements

Before installing Continuous Delivery for PE, ensure that your system meets these requirements.

Installation architecture  Memory Storage CPUs
Installation using disk 8GB 100 GB 4
object storage

Installation using external 8 GB 50 GB 4
(Artifactory or Amazon S3)

object storage

Supported operating systems

Continuous Delivery for PE can be installed on these operating systems. The Continuous Delivery for PE host
server must run the same operating system and version asyour Puppet master.
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Operating system Supported versions
Enterprise Linux 7
¢ CentOS

* Oracle Linux
* Red Hat Enterprise Linux (RHEL)
e Scientific Linux

Ubuntu (General Availability kernels) 16.04 (on PE versions prior to 2019.8), 18.04

# External databases

# DEPRECATED: Support for MySQL and Amazon DynamoDB external databases is deprecated, and will be
removed in afuture release. Information on how to migrate your external database to a supported option will be

provided before support ends.
External database Supported versions Notes
MySQL 5.7 Y our MySQL database must use
thel at i nl character set and
I atinl_swedi sh_ci collation.
Amazon DynamoDB n/a Based on your usage, you might
need to tune your tables' read/write
capacity in order to reduce page load
times.

Job hardware requirements

System requirements for your job hardware vary considerably based on the size of your Continuous Delivery for PE
installation, the type of jobs you run, and how frequently you run them.

The size of the load placed on ajob hardware server determines how robust that server's resources need to be.
Determining that load involves a huge number of variables, from the number of jobs that run concurrently to the
languages those jobs are written in. As aresult, it's nearly impossible to provide one-size-fits-all system requirements
for job hardware.

Instead, we've developed a sizing chart based on the estimated number of concurrent jobs ajob hardware server is
expected to regularly handle. While this chart represents our best estimates and understanding, it's provided only asa
starting point. Testing and experience will help you fine-tune your job hardware and determine the optimum resource
configuration for your installation's unique circumstances.

Estimated concurrent job Memory Disk storage CPUs
load

2 - 4 concurrent spectests 4 GB 100 GB

4 - 8 concurrent spectests 8 GB 100 GB 4

6 - 12 concurrent spec tests 8 GB 100 GB

When setting up your job hardware, keep these factsin mind:

« Disk storage requirements are minimal, and don't increase with added load. After ajob run is complete, the job's
log is passed to the object storage, and all data related to the job run is erased from the job hardware.
e You can run more jobs concurrently without increasing CPUs, but the jobs will run more slowly.
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Job hardware requirements for Docker-based jobs

To run Docker-based jobs, your job hardware must have a modern version of Docker CE or Docker EE installed. The
puppet | abs/ docker moduleisour preferred way to install Docker and keep it up to date.

Job hardware used for Docker-based jobs also requires internet access. If you're working in an air-gapped
environment, set up an internal Docker registry by following the Docker documentation.

Supported Puppet Enterprise versions
The following versions of Puppet Enterprise (PE) are supported for use with Continuous Déelivery for PE.

PE version

2021.4
2021.3
2021.2
2021.1
2019.8x (LTS)

For more on PE versions, see Puppet Enterprise support lifecycle.

Supported browsers
The following browsers are supported for use with the Continuous Delivery for PE web Ul.

Browser Supported versions

Google Chrome Current version as of release
Mozilla Firefox Current version as of release
Microsoft Edge Current version as of release
Apple Safari Current version as of release

Install Continuous Delivery for PE

Useversion 1.1.0 or later of the puppet | abs- cd4pe module to install and configure Continuous Delivery for
Puppet Enterprise (PE). This module installs Docker, configures the Continuous Delivery for PE Docker image and
service for you, and creates a Docker volume for disk storage.

A CAUTION: Code Manager webhooks are not compatible with Continuous Delivery for PE. If your
organization currently uses Code Manager webhooks to deploy code, you must dismantle these webhooks
before installing Continuous Delivery for PE.

Install Continuous Delivery for PE with the cd4pe module
Usethe puppet | abs- cd4pe module version 1.1.0 or later to install Continuous Delivery for PE.

Thepuppet | abs- cd4pe module must be used with seven dependent modules, plus a module to manage job
hardware. The modules and their required versions are as follows:

Module Required version

puppet | abs- cd4pe 1.1.0or later inthe 1.x or 2.x series

The Nodes page requires version 2.0.1 or later

puppet | abs-stdlib 4.19.0 or later
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Module

Required version

puppet | abs- puppet _aut hori zati on
puppet | abs- hocon
puppet | abs- concat
puppet | abs-docker
puppet | abs- apt
puppet | abs-transl ate

puppet | abs-cd4pe_j obs

Note: This module manages job hardware running
a Puppet agent. Install this module with Continuous
Delivery for PE version 3.4.0 or newer.

puppet | abs- pi pel i nes

Note: This module manages job hardware running
the deprecated Continuous Delivery agent. Install this
module only if you are installing Continuous Delivery
for PE version 3.3.0 or older.

0.5.0 or later
0.9.3 or later
2.1.00or later
3.3.00r later
4.4.1 or later
1.1.0or later
1.0.0 or later

101

1. Add the 10 modules listed above to the Puppetfile for each environment against which your compilers compile

catalogs.
A sample Puppetfile entry:
nod ' puppet | abs-cd4pe', '2.0.2'

# Requi renments for cd4pe
nmod ' puppet | abs-stdlib', '8.1.0

nmod ' puppet | abs- puppet _aut hori zati on',

nmod ' puppet | abs-hocon', '1.1.0'
nmod ' puppet | abs-concat', '7.1.1
nmod ' puppet | abs-docker', '4.1.2
nmod ' puppetl abs-apt', '8.3.0

nmod ' puppet| abs-translate', '2.2.0
nmod ' puppet | abs-cd4pe_jobs', '1.5.0

'0.5. 1

# Required only if using Continuous Delivery agents for job hardware

nmod ' puppet | abs-pipelines', '1.0.1

2. Deploy the updated code to the relevant environments by running puppet code depl oy

<ENVI RONMVENT>.

3. Inthe PE console, click Classification. Click Add group and create a new node group with the following

specifications.

* Parent name: PE Infrastructure

e Group name: Continuous Delivery for PE

« Environment: production

* Environment group: Do not select this option
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4. Open the newly created Continuous Delivery for PE node group. Add the server you wish to use as your
Continuous Delivery for PE host server to the node group by either creating arule or pinning the node.

Important: The Continuous Delivery for PE host server must run the same operating system and version as your
Puppet master. Do not install Continuous Delivery for PE on the same server as your Puppet master.

5. Click Configuration. In the Add new classfield, select the cd4pe class and click Add class.

Note: If the cddpe classisn't available, click Refresh to update the available class definitions.

6. Automate upgrades of Continuous Delivery for PE to the latest available version in the 3.x series by setting the
cd4pe_ver si on parameter to 3. X. Add the parameter and commit your change.
After the classification change is applied on the next Puppet run, your Continuous Delivery for PE installation
automatically upgrades itself whenever anew version is available.

7. Optional: Customize your Continuous Delivery for PE installation by setting any of the parameterslisted in
Advanced configuration options. If none of these parameters are set, your installation proceeds with the default
settings.

Important: Inorder to use the default installation, your Puppet certificate name must be aresolvable DNS
hostname. If that is not the case, you must set ther esol vabl e_host nanme parameter to aresolvable
address (hostname or | P address) where the Continuous Delivery for PE server is reachable. Y ou can use the
${trusted[ certnane]} factto set this parameter.

8. Run Puppet on your Continuous Delivery for PE host server.

Note: Once the Puppet agent run is complete, Docker downloads the Continuous Delivery for PE image, which
can take afew minutes.

Continuous Delivery for PE is now installed.

See Configure Continuous Delivery for PE with atask to complete the configuration of the software and sign in.

Configure Continuous Delivery for PE with a task

Once you've completed the installation of Continuous Delivery for PE using the cd4pe module, run atask to
configure the software.

Tip: If you prefer to use classification, rather than atask, to configure your Continuous Delivery for PE installation,
see Configure a Continuous Delivery for PE module installation using classification.

1. Inthe PE console, click Classification. Expand the PE I nfrastructur e node group and click Continuous
Delivery for PE.

2. Click Run and select Task.
3. Inthe Task field, select cd4pe: : r oot _confi gurati on.
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4. Enter parametersfor the task, asfollows:

Parameter Value Notes
root_email The email addressto associate with  Required.
the root account.
root_password The password to associate withthe  Required.
root account.
resolvable_hostname The resolvable hostname where Required only if the agent
the Continuous Delivery for PE certificate is not the machine's
container can be reached. resolvable internet address.

For example, if the container
resides on a Docker host named
nmydocker engi ne. nyi nc. com
, Set resolvable_hostname
tohttp://

nmydocker engi ne. nyi nc. com

agent_service_endpoint The endpoint where the Required if you set the
agent service can be reached, agent_service_port parameter in the
intheformht tp: // cd4pe class during installation.
<r esol vabl e_host nane>: <port >.

backend_service_endpoint The endpoint where the Required if you set the
back end service can be backend_service port parameter in
reached, intheformht t p: // the cd4pe class during install ation.

<r esol vabl e_host nane>: <port >.

web_ui_endpoint The endpoint where the web Ul can  Required if you set the web_ui_port
be reached, intheformht t p: // parameter in the cd4pe class during
<r esol vabl e_host nanme>: <porinhstallation.

storage _provider Which object store provider Defaultsto DISK.
to use. Must be one of: DISK,
ARTIFACTORY or S3.

storage bucket The name of the bucket used for Required if using Amazon S3 or
object storage. Artifactory for object storage.
storage_endpoint The URL of the storage provider. Required if using Amazon S3 or
Artifactory for object storage.
storage _prefix For Amazon S3: the subdirectory of Optional.
the bucket to use.

For Artifactory: the top level of the
Artifactory instance.

s3 access key The AWS access key that has access Required if using Amazon S3.
to the bucket.

s3 secret_key The AWS secret key that has access Required if using Amazon S3.
to the bucket.

artifactory_access token API token for your Artifactory Required if using Artifactory.
instance.
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5. Click Run job.
6. When thejob is complete, navigate to the URL printed on the task page. Click Trial M ode to start a free seven-

day trial. Once this period is complete, you'll be prompted to generate and upload alicense. See Generate alicense
for instructions on creating a free 30-day trial license.

Now that Continuous Delivery for PE isinstalled and configured, create your individual user account, then follow our
Getting started with Continuous Delivery for PE guide starting at Step 3.

Advanced configuration options
Customize your Continuous Delivery for PE installation from the PE console by setting any of the following
parameters on the cd4pe class. If none of these parameters are set, your installation proceeds with the default
settings.

Parametersto configure the Docker image and version

The following two parameters are concatenated by the puppet | abs- cd4pe module asfollows: i rage =>
"${ cd4pe_i mage}: ${ cd4pe_version}",

cddpe_image Set this parameter if you use an internal Docker registry
for mirroring containers. Use this parameter to set the
image name; use cd4pe_version to set atag.

cd4pe version Use this parameter to specify a particular version of the
Continuous Délivery for PE Docker container. Specify
3. X to usethe 3.x series.

Parameter sto configur e the database

# DEPRECATED: Support for MySQL and Amazon DynamoDB external databases is deprecated and will be
removed in afuture release.

By default, the puppet | abs- cd4pe module (version 1.3.0 and newer) creates a new installation of PE-
PostgreSQL on the node where you installed Continuous Delivery for PE. If you prefer to use Amazon DynamoDB
or MySQL, set the parameters in this section.

A

manage_database Set this parameter to f al se to use an external
DynamoDB or MySQL server.

CAUTION: Changing any of these parameters post-install creates a new database and destroys all data
kept in the previous database.

Set this parameter to t r ue to use Continuous Delivery
for PE-managed PostgreSQL or MySQL.

db_provider Enter nysql if you'reusing MySQL. Do not set this
parameter if using DynamoDB.

db_host Enter the address of the database. (Required for external
MySQL and DynamoDB.)

db_name Enter the name of the database. (Required for external
MySQL and DynamoDB.)
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Parameter sto configure the database

db_pass Enter the password for the database. (Required for
external MySQL and DynamoDB.)

A CAUTION: To set your password successfully,
you must set the root_password parameter to
Sensi ti ve inHiera For instructions, see
Setting sensitive parametersin Hiera.

db_port Optional. Enter the port the database listens on.

db_prefix Optional. If you'd like your database tables to share a
prefix, such as cdpe- , enter it here.

Parameter sto configure the port mappings

agent_service_port Defaults to 7000.
backend_service _port Defaults to 8000.
web_ui_port Defaults to 8080.

Other optional parameters

cd4pe_docker_extra params To pass any additional arguments to the Docker process
running the Continuous Delivery for PE container,
specify them as an array. For example: [ " - - add- host
gi t1 ab. puppet debug. vl an: 10. 32. 47. 33", " -
v [ etc/ puppet| abs/ cd4pel/ config:/
config","--env-file /etc/
puppet | abs/ cd4pe/ env-extra","-e
CD4PE_LDAP_GROUP_SEARCH_SI ZE LI M T=250"}, ]

analytics To opt out of analytics data collection, set this parameter
tof al se. To learn about what data we collect, see
Analytics data collection.

Analytics data collection

Continuous Delivery for Puppet Enterprise (PE) automatically collects data about how you use the software. If you
want to opt out of providing this data, you can do so when installing Continuous Delivery for PE.

Continuous Delivery for PE collects analytics datain order to better understand how our customers are using the
software. For example, knowing how many control repos you manage helps us develop more realistic product testing.
And learning which source control systems are the most and the least used helps us decide where to prioritize new
functionality.

What data does Continuous Delivery for PE collect?

Continuous Delivery for PE collects analytics data when you use the software. No personally identifiable information
is collected, and the data we collect is never used or shared outside Puppet.

The following datais collected when the software starts for the first time or restarts after an upgrade, and once per
week thereafter:

* License UUID
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* For each active user account:

e Number of control repos

*  Number of control repo pipelines

*  Number of control repo pipelines with impact analysis enabled
e Number of modules

* The deployment policy selected for each pipeline deployment
« Configured integrations (PE and source control systems)

The following datais collected while Continuous Delivery for PE isin use:

» Pageviews
« Progressthrough the initial installation and setup process
» Progress through the integration configuration process (PE and source control systems)

Continuous Delivery for PE does not collect:

e Any personally identifiable information about a user, such as name, email address, password, or company name
» User inputs such as usernames, control repo names, module names, job names, or job hardware information

Opt out of analytics data collection
To opt out of analytics data collection, use the PE consoleto set theanal yt i cs parameter on the cd4pe class.

1. Follow steps 1 through 5 of the installation instructionsin Install Continuous Delivery for PE with the cd4pe
module.

2. Onthe Configuration page of the Continuous Delivery for PE node group, add the analytics parameter to the
cd4pe class. Set the parameter'svauetof al se.

3. Run Puppet on your Continuous Delivery for PE node group to apply the change.
Y ou have opted out of data collection, and your new instance of Continuous Delivery for PE will not send
analytics data to Puppet.

Puppet License Manager

Puppet License Manager is a centralized hub for self-service license management for Puppet products. Sign into
Puppet License Manager and use it to create and manage license files for Continuous Delivery for Puppet Enterprise.

Create a personal Puppet account
To use Puppet License Manager, you must create a Puppet account.

1. Navigateto licenses.puppet.com.
2. Click Sign Up and fill out the registration form.
3. Click Sign Up.

Y our account is created, and the main license management screen opens.

Important: If you need to change your password, you can do so from the Puppet License Manager login screen.

Create a team Puppet account

If you wish to share access to product licenses with other members of your team or organization, create ateam
account.

Before you begin

Each member of the team must create a persona Puppet account.
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Navigate to licenses.puppet.com.
Click Sign Up and fill out the registration form.
Click Sign Up.

Add members to the team account. In the Puppet License Manager web Ul, click Settings E then click Add
Account Member.

Enter the email address of ateam member and click Add User. Repeat this step for each member of your team.
When you're finished adding users, click Cancel to exit the Add User pane.

The Account M ember s screen now shows alist of the members of your team account. Y ou can add or remove
account members from this screen at any time.

Access a team Puppet account

After you've been added as a member of ateam account, you can switch between your personal and team accounts
without logging out of Puppet License Manager.

1
2.
3.

4.

Navigate to licenses.puppet.com.
Sign into your personal Puppet account.

In the Puppet License Manager web U, click your username@ to open the list of accounts you have access to.
You'll see your personal account and any team accounts you're a member of.

Select a personal or team account username from the list to switch to that account.

The username for the account you're viewing is always displayed in the navigation bar.

Generate and download a trial license

Puppet offers a 30-day trial license for Continuous Delivery for Puppet Enterprise. Generate atrial license with
Puppet License Manager.

1

g s DN

Sign into Puppet License Manager by entering your Puppet account credentials.

Tip: To generate alicense for ateam account, sign in with your personal Puppet account. In the Puppet License

Manager web Ul, switch to the appropriate team account by clicking your username@ to open the list of
accounts you have access to.

Click Get License.

Select the product you want to try out and click 30-day Free Trial.
Complete the license registration form.

Click Start 30-day Trial.

Your licenseis created, and the main license management screen opens.

Click Download and save the license filein a secure place. Y ou'll be asked to upload it when installing
Continuous Delivery for PE.

Viewing active and expired licenses

View alist of your licenses, along with their creation and expiration dates and current status, by visiting the Licenses
screen in Puppet License Manager.
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Getting support

The Support team at Puppet provides support for all features and capabilities included in Continuous Delivery for PE.
However, the Puppet Support team only supports the approved installation methods listed on this page, and cannot
assist you with Docker configuration or container runtime issues unrelated to Continuous Delivery for PE.

Supported installation methods

The Support team can assist with the Continuous Delivery for PE installation process using the following supported
methods:

« Installation from the PE console
e Installation with the cd4pe module
¢ [Installation with Docker

Note: The Support team can help you install Continuous Delivery for PE with Docker using Docker CE or
Docker EE, but cannot help with issues not directly related to the software, such as configuring systemd services,
persistent volumes, or Docker networking.

Although Continuous Delivery for PE isrun as a Docker container, the Support team cannot help you deploy the
application to all types of container runtime, and cannot assist with container runtime-related issues.

Unsupported installation methods
Unsupported installation methods include, but are not limited to:

* Kubernetes
« Pivota Cloud Foundry
. Me&)q)here

Application support

The Puppet Support team supports al Continuous Delivery for PE features and capabilities, regardless of where the
application is running. However, if afeature is not working correctly due to your runtime environment, the Support
team reserves the right to reject the support request.

Alternative installation methods

This section includes alternative methods for installing Continuous Delivery for Puppet Enterprise (PE).

« Install Continuous Delivery for PE in an offline environment on page 40

Use theseinstructionsto install Continuous Delivery for PE in an air-gapped or offline environment where the
Continuous Delivery for PE host node does not have direct access to the internet.

« Configure a Continuous Delivery for PE module installation using classification on page 43

Once you've completed the installation of Continuous Delivery for PE using the cd4pe module, you can use
classification to configure the software.

Install Continuous Delivery for PE in an offline environment

Use these instructions to install Continuous Delivery for PE in an air-gapped or offline environment where the
Continuous Delivery for PE host node does not have direct access to the internet.
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. Using aproxy server or acomputer with internet access, download Docker CE.

sudo yum confi g- manager --add-repo https://downl oad. docker.com |i nux/
cent os/ docker - ce. repo
sudo yundownl oader --resolve docker-ce

. Using aproxy server or a computer with internet access, download the Continuous Delivery for PE container
image.

sudo docker pull puppet/continuous-delivery-for-puppet-enterprise:3.Xx
sudo docker inmage save puppet/continuous-delivery-for-puppet-enterprise -o
cd4pel atest. tar

. Transfer the Continuous Delivery for PE container image to the server you've designated as the Continuous
Delivery for PE host.

scp cd4pel atest.tar <CD4PE_HOST ADDRESS>
sudo docker image |load -i /<directory>/cd4pel atest.tar

. Using a proxy server or acomputer with internet access, download the puppet | abs- cd4pe module, its
dependent modules, and a module to manage job hardware.

The modules and their required versions are as follows:

Module Required version

puppet | abs- cd4pe 1.1.0 or later inthe 1.x or 2.x series
The Nodes page requires version 2.0.1 or later

puppet | abs-stdlib 4.19.0 or later
puppet | abs- puppet aut hori zati on 0.5.0 or later
puppet | abs- hocon 0.9.3 or later
puppet | abs- concat 2.1.0o0r later
puppet | abs- docker 3.3.00r later
puppet | abs- apt 4.4.1 or later
puppet | abs-transl ate 1.1.0or later
puppet | abs-cd4pe_j obs 1.0.0 or later

Note: This module manages job hardware running
a Puppet agent. Install this module with Continuous
Delivery for PE version 3.4.0 or newer.

puppet | abs- pi pel i nes 1.0.1

Note: This module manages job hardware running
the deprecated Continuous Delivery agent. Install this
module only if you are installing Continuous Delivery
for PE version 3.3.0 or older.
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5. Add the nine modules listed above to the Puppetfile for each environment against which your compilers compile

catalogs.
A sample Puppetfile entry:

nmod ' puppet | abs-cd4pe', '2.0.2'
# Requi rements for cd4pe

nmod ' puppetlabs-stdlib', '8.1.0

nod ' puppet | abs- puppet _ autho |zation', "0.5. 1
nmod ' puppet | abs-hocon', '1.1.0

nmod ' puppet | abs- concat , 7.1

nmod ' puppet | abs-docker', '4.1.2

nmod ' puppet | abs-apt', '8.3.0

nmod ' puppet | abs- translate' '2.2.0

nod ' puppet | abs-cd4pe jobs', '1.5.0

# Required only if using Contl nuous Delivery agents for job hardware
nmod ' puppet | abs-pi pelines', '1.0.1

. Deploy the updated code to the relevant environments by running puppet code depl oy
<ENVI RONVENT>.

. Configure the Continuous Delivery for PE host node:

a) Install the operating system and version used on your Puppet master.

Important: The Continuous Delivery for PE host server must run the same operating system and version as
your Puppet master. Do not install Continuous Delivery for PE on the same server as your Puppet master.

b) Install a Puppet agent. See Installing agents in the PE documentation for details.

¢) Install and start Docker CE . Use the scp command to move the Docker CE package you downloaded in step
1 to the Continuous Delivery for PE host node.

sudo rpm -ivh *.rpm
sudo systentt!l start docker

. Inthe PE console, click Classification. Click Add group and create a new node group with the following
specifications.

e Parent name: PE Infrastructure

» Group name: Continuous Delivery for PE

< Environment: production

e Environment group: Do not select this option

. Open the newly created Continuous Delivery for PE node group. Add your Continuous Delivery for PE host
server to the node group by either creating arule or pinning the node.

10. Click Configuration. In the Add new classfield, select the cd4pe class and click Add class.

Note: If the cddpe classisn't available, click Refresh to update the available class definitions.

11. Automate upgrades of Continuous Delivery for PE to the latest available version in the 3.x series by setting the

cd4pe_ver si on parameter to 3. X. Add the parameter and commit your change.
After the classification change is applied on the next Puppet run, your Continuous Delivery for PE installation
automatically upgrades itself whenever anew version is available.

12. Optional: Customize your Continuous Delivery for PE installation by setting any of the parameterslisted in

Advanced configuration options. If none of these parameters are set, your installation proceeds with the default
settings.

Important: In order to use the default installation, your Puppet certificate name must be aresolvable DNS
hostname. If that is not the case, you must set ther esol vabl e_host name parameter to aresolvable
address (hostname or | P address) where the Continuous Delivery for PE server isreachable. You can use the
${trusted[ certnane] } factto set this parameter.
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13. Run Puppet on your Continuous Delivery for PE host server.

Note: This Puppet run will return "unreachable repository™ errors, which are expected at this point in this process.

14. Install the PE-PostgreSQL components needed to set up the local database.

yum - - di sabl er epo=docker
yum - - di sabl er epo=docker

-d 0 -e 0 -y install pe-postgresql 96-server

-d 0 -e 0 -y install pe-postgresql 96-contrib

15. Run Puppet on your Continuous Delivery for PE host server. This run should complete without any errors or
warnings about skipped steps.

16. Finally, follow the instructions in Configure Continuous Delivery for PE with atask. When configuration is
complete, you'll be directed to navigate to the Continuous Delivery for PE web UI.

Theinstallation process is now complete, and you're ready to run Continuous Delivery for PE in an offline
environment.

Configure a Continuous Delivery for PE module installation using classification

Once you've completed the installation of Continuous Delivery for PE using the cd4pe module, you can use
classification to configure the software.

1. Inthe PE console, click Classification. Expand the PE I nfrastructur e node group and click Continuous
Delivery for PE.

2. Click Configuration. Inthe Add new classfield, select cd4pe::root_config.
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storage_provider

storage _bucket

storage_endpoint

storage_prefix

s3 access key

s3 secret_key

artifactory_access token

root account.

A

CAUTION: To set your
password successfully, you
must set the root_password
parameter to Sensi ti ve

Parameter Value Notes

root_email The email addressto associate with  Required.
the root account.

root_password The password to associate withthe  Required.

Note: If you need to update the root
account password, first do soin the
Continuous Delivery for PE web

Ul, and then update the password in
the PE console using this parameter.

using Hiera. This parameter
cannot be set successfully
in the PE console. For
instructions, see Setting
sensitive parametersin
Hiera

Which object store provider
to use. Must be one of: DISK,
ARTIFACTORY or S3.

The name of the bucket used for
object storage.

The URL of the storage provider.

For Amazon S3: the subdirectory of
the bucket to use.

For Artifactory: the top level of the
Artifactory instance.

The AWS access key that has access
to the bucket.

The AWS secret key that has access
to the bucket.

API token for your Artifactory
instance.

Defaultsto DISK.

Required if using Amazon S3 or
Artifactory for object storage.

Required if using Amazon S3 or
Artifactory for object storage.

Optional.

Required if using Amazon S3.

Required if using Amazon S3.

Required if using Artifactory.

Commit your changes and run Puppet on the node group.

When the Puppet run is complete, navigate to port 8080 of the Continuous Delivery for PE host server. Click
Trial modeto start afree seven-day trial. Once this period is complete, you'll be prompted to generate and upload
alicense. See Generate alicense for instructions on creating a free 30-day trial license.

Now that Continuous Delivery for PE isinstalled and configured, create your individual user account and then move
on to these next steps:

Integrate your source control system.
Integrate with Puppet Enterprise.
Configure impact analysis.

Configure job hardware, which is used when testing your Puppet code.

© 2024 Puppet, Inc., a Perforce company




continuous-delivery | Upgrading | 45

» Follow our Getting started with Continuous Delivery for PE guide to learn about core workflows and capabilities.

Setting sensitive parameters in Hiera
When passing sensitive information, such as the root password for Continuous Delivery for PE, as parameters, set the
value of these parametersas Sensi t i ve in Hiera.

To set the value of parametersfrom St ri ng to Sensi t i ve in Hiera, add the parametersto al ookup_opti ons
section inthe cormon. yani file. For example:

| ookup_opti ons:
' Acd4pe: : db_pass$':
convert _to: 'Sensitive'
' Acd4pe: :root_config::root_password$':
convert _to: 'Sensitive'
' Acd4pe::root_config::s3_secret_key$':
convert to: 'Sensitive'
'Acd4pe::root_config::artifactory_access_token$':
convert _to: 'Sensitive'

Upgrading

New versions of Continuous Delivery for Puppet Enterprise (PE) are released regularly. Upgrading to the current
version ensures you're always taking advantage of the latest features, fixes, and improvements.

Continuous Delivery for PE runsinside a Docker container, and new versions are rel eased to Docker Hub. Upgrading
to the latest version of Continuous Delivery for PE requires destroying the current Docker container and building
anew container in its place that includes the latest version of the software. The puppet | abs- cd4pe module
includesadocker - cd4pe service that manages this process for you; once the module is installed on your system,
when you stop and restart the docker - cd4pe service, the container rebuild process is completed automatically.

Upgrading to the latest version of Continuous Delivery for PE

If you used the puppet | abs- cd4pe moduleto install Continuous Delivery for PE, stop and restart the docker -
cd4pe service with either syst enct | or Puppet.

Withsystenctl| :

« Stoptheservice: systentt| stop docker-cd4pe
* Restarttheservice: systenct!| start docker-cd4pe

With Puppet:

« Stoptheservice: puppet resource service docker-cd4pe ensure=st opped
* Restart the service: puppet resource servi ce docker-cd4pe ensure=running

If you installed Continuous Delivery for PE from the PE console, install the puppet | abs- cd4pe module to
automate upgrades. Then, stop and restart the docker - cd4pe service with either syst entt | or Puppet.

Withsystentt| :

e Stoptheservice: systenct| stop docker-cd4pe
* Restarttheservice: systenct| start docker-cd4pe

With Puppet:

» Stoptheservice: puppet resource service docker-cd4pe ensure=st opped
* Restart the service: puppet resource servi ce docker-cd4pe ensure=runni ng
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Note: Make sure that the value of the cd4pe _version parameter in Class.cd4peis set to 3. x and not pinned to a
specific version.

Automate upgrades of Continuous Delivery for PE

Install the puppet | abs- cd4pe module, then create and classify a node group to automate management of your
Continuous Delivery for PE installation's version.

1. Add the module and its dependencies to your Puppetfiles.

Thepuppet | abs- cd4pe module must be used with seven dependent modules, plus a module to manage job
hardware. The modules and their required versions are as follows:

Module Required version

puppet | abs- cd4pe 1.1.0 or later inthe 1.x or 2.x series
The Nodes page requires version 2.0.1 or later

puppet | abs-stdlib 4.19.0 or later

puppet | abs- puppet _aut hori zati on 0.5.0 or later

puppet | abs- hocon 0.9.3 or later

puppet | abs- concat 2.1.0 or later

puppet | abs- docker 3.3.0or later

puppet | abs- apt 4.4.1 or later

puppet | abs-transl ate 1.1.0 or later

puppet | abs- cd4pe_j obs 1.0.0 or later

Note: This module manages job hardware running
a Puppet agent. Install this module with Continuous
Delivery for PE version 3.4.0 or newer.

puppet | abs- pi pel i nes 101

Note: This module manages job hardware running
the deprecated Continuous Delivery agent. Install this
module only if you are installing Continuous Delivery
for PE version 3.3.0 or older.
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2. Add the 10 modules listed above to the Puppetfile for each environment against which your compilers compile
catalogs.

A sample Puppetfile entry:

nmod ' puppet | abs-cd4pe', '2.0.2'
# Requi rements for cd4pe

nmod ' puppetlabs-stdlib', '8.1.0

nod ' puppet | abs- puppet _ autho |zation', "0.5. 1
nmod ' puppet | abs-hocon', '1.1.0

nmod ' puppet | abs- concat , 7.1

nmod ' puppet | abs-docker', '4.1.2

nmod ' puppet | abs-apt', '8.3.0

nmod ' puppet | abs- translate' '2.2.0

nod ' puppet | abs-cd4pe jobs', '1.5.0

# Required only if using Contl nuous Delivery agents for job hardware
nmod ' puppet | abs-pi pelines', '1.0.1
3. Deploy the modulesto the pr oduct i on environment by running puppet code depl oy producti on.
4. Inthe PE console, click Classification. Click Add group and create a new node group with the following
specifications.
e Parent name: PE Infrastructure
* Group name: Continuous Delivery for PE
< Environment: production
e Environment group: Do not select this option

5. Open the newly created Continuous Delivery for PE node group. Add your Continuous Delivery for PE host
server to the node group by either creating arule or pinning the node.

6. Click Configuration. Inthe Add new classfield, select the cd4pe class and click Add class.

Note: If the cd4pe classisn't available, click Refresh to update the available class definitions.

7. To automate upgrades of Continuous Delivery for PE to the latest available version in the 3.x series, set the
cd4pe_version parameter to 3. X. Add the parameter and commit your change.

After the classification change is applied on the next Puppet run, your Continuous Delivery for PE installation
automatically upgrades itself whenever anew version is available and you restart the docker - cd4pe service
managed by the module.

Upgrade to the 3.x series

Upgrades from the Continuous Delivery for Puppet Enterprise (PE) 2.x series to the 3.x series are not automatic.
Instead, you must upgrade your version of the software by updating your puppet | abs- cd4pe module
classification.

If you installed Continuous Délivery for PE from the PE console or by using the puppet | abs- cd4pe module,
follow these instructions to upgrade to the 3.x series.

1. Inthe PE console, click Classification.

2. Expand the PE Infrastructure group, and select the Continuous Delivery for PE node group.

3. Click Configuration.
4

. Under Class.cd4pe, in the Parameter field, select cd4pe version. Inthe Valuefield, enter 3. x. Click Add
parameter and commit your changes.

5. To apply the new version, run Puppet on the node group. At the top of the page, click the Run selector and choose
Puppet. On the Run Puppet page that opens, make any necessary adjustments and click Run Jaob.
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When the Puppet run is complete, your Continuous Delivery for PE instance will be running the 3.x series. You'll
now automatically upgrade to new 3.x series versions as they are released whenever you stop and restart the
docker - cd4pe service managed by the module.

Configuring and adding_] integrations

Configure your Continuous Delivery for Puppet Enterprise (PE) instance so that it communicates with your source
control system, Puppet Enterprise, and the job hardware you use to run tests on your Puppet code.

* Integrate with Puppet Enterprise on page 48

To set up an integration between your Puppet Enterprise (PE) instance and Continuous Déelivery for PE, you must
first set up adedicated PE user with appropriate permissions, then add your PE instance's credentials to Continuous
Délivery for PE.

¢ Configure impact analysis on page 52

Impact analysisis a Continuous Delivery for Puppet Enterprise (PE) tool that lets you see the potential impact that
new Puppet code will have on your PE-managed infrastructure, even before the new code is merged. When you add
impact analysis to a control repo's pipeline, Continuous Delivery for PE automatically generates areport on every
proposed code change to that control repo.

» Integrate with source control on page 53

Integrate your source control system with Continuous Delivery for Puppet Enterprise (PE) by following the
appropriate set of instructions on this page.

« Configure job hardware on page 58

Job hardware, or the servers Continuous Delivery for Puppet Enterprise (PE) uses to run tests on your Puppet code,
must be configured before you can begin running tests or using pipelines.

» Configure LDAP on page 65

Continuous Delivery for Puppet Enterprise (PE) supports use of the Lightweight Directory Access Protocol (LDAP)
for managing user authentication. Once an LDAP configuration isin place, use group mapping to associate your
existing LDAP groups with role-based access control (RBAC) groups in Continuous Delivery for PE.

e Configure SMTP on page 68

Configure SMTP for your Continuous Delivery for Puppet Enterprise (PE) installation so that users can receive email
notifications from the software.

» Configure SSL on page 69

Continuous Delivery for Puppet Enterprise (PE) supports the use of Secure Sockets Layer (SSL) for enhanced
security when using the software.

Integrate with Puppet Enterprise

To set up an integration between your Puppet Enterprise (PE) instance and Continuous Delivery for PE, you must
first set up a dedicated PE user with appropriate permissions, then add your PE instance's credentials to Continuous
Delivery for PE.

Before you begin

¢ You must enable Code Manager on the PE instance before integrating with Continuous Delivery for PE. For
instructions, see Configuring Code Manager.

» The Puppet master certificate must havedns_al t _nanes configured. To confirm whether your certificateis
configured correctly, run:

openssl x509 -in $(puppet config print hostcert) -text |grep -A 1 "Subject
Al ternative Nane"

If no output is returned, the master certificate must be regenerated before PE is integrated with Continuous
Delivery for PE. For instructions, see Regenerate master certificates in the PE documentation.
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Note: For PE instanceswith areplica configured for disaster recovery. In the event of apartial failover,
Continuous Delivery for PE is not available. Learn more at What happens during failoversin the PE documentation.
To restore Continuous Delivery for PE functionality, you must promote the replicato primary server.

Create a Continuous Delivery user and user role in PE

Create a"Continuous Delivery" user and user role in PE. This allows you to view a centralized log of the activities
Continuous Delivery for PE performs on your behalf. You'll aso use this user account when generating the PE
authentication token required by the setup process.

1
2.

o

7.
8.

9.

To begin, create anew user. In the PE console, click Access control > Users.

Enter afull name (such asCont i nuous Del i very User) andalogin name (such ascdpe_user) and click
Add local user.

Next, create a user role containing the permissions the Continuous Delivery User needs when operating
Continuous Delivery for PE. In the PE console, click Access control > User roles.

Enter a name and (optional) description for new role, such as CDPE User Rol e, thenclick Add role.
Select the user role you've just created from the list on the User roles page.
Click Permissions. Assign the following permissions to the user role:

Type Permission Object

Job orchestrator Start, stop, and view jobs -

Node groups Create, edit, and delete child groups Al

Node groups View All

Node groups Edit configuration data All

Node groups Set environment All

Nodes View node data from PuppetDB -

Puppet agent Run Puppet on agent nodes -

Puppet environment Deploy code All

Puppet Server Compile catalogs for remote nodes -

Tasks Run tasks At aminimum,
cd4pe_j obs::run_cd4pe_j oh},
which is required when running job
hardware using a Puppet agent.

Once dl the permissions have been added, click Commit changes.

Add your Continuous Delivery user to the user role. Click Member users. Select the name of the user you created
earlier, and click Add user, then commit your change.

Your user is now set up and has been given the permissions needed to operate Continuous Delivery for PE. Before
proceeding, create a password for the Continuous Delivery user.

a) Return to the Users page.

b) Find and click the full name of your newly created user, then click Generate password reset.

¢) Follow thelink created and create a password for the user. You'll use this password when adding your PE
credentials to Continuous Delivery for PE.

Add your Puppet Enterprise credentials

Establishing an integration with your Puppet Enterprise (PE) instance allows Continuous Delivery for PE to work
with PE tools such as Code Manager and the orchestrator service to deploy Puppet code changes to your nodes.

If necessary, you can add multiple PE instances to your Continuous Delivery for PE installation.
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Important: Do not perform these steps while signed in as the root user. Sign into Continuous Delivery for PE with
your individua user account before proceeding.

1. Inthe Continuous Delivery for PE web Ul, click Settings.

2. Click Puppet Enterprise. Click + Add new credentials.

3. Inthe New Puppet Enterprise credentials pane, enter aunique friendly name for your Puppet Enterprise
installation.
If you need to work with multiple PE installations within Continuous Delivery for PE, these friendly names help
you to differentiate which installation's resources you're managing, so choose them carefully.

4. Enter the fully qualified domain name (FQDN) you use to access the PE console (such as
sanpl e. pe. i nst ance). The FQDN must match the certname of your PE master or an aliasincluded in the
dns_al t _nanes entry inyour puppet . conf file.

5. Select Basic authorization or API token and enter the required information:
» For Basic authorization, enter the username and password for your "Continuous Delivery" user. Continuous
Delivery for PE uses thisinformation to generate an API token for you. The username and password are not
saved. Optionally, change the token's lifetime by clicking Change.

< For API token, generate a PE access token for your "Continuous Delivery" user using puppet - access or
the RBAC v1 API, and pasteit into the API token field.

For instructions on generating an access token, see Token-based authentication.

Tip: Toavoid unintended service interruptions, create an access token with a multi-year lifespan.

6. Click Save changes.

Continuous Delivery for PE uses the information you provide to look up the endpoints for PuppetDB, Code
Manager, orchestrator, and node classifier, and to access the master SSL certificate generated during PE

installation. Once your credentials are successfully added, click Edit credentials y to view thisinformation.
Y our PE instance is now integrated with Continuous Delivery for PE.

To enable impact analysis for thisinstance, see Configure impact analysis.

Create environment node groups
In order for code deployments managed by Continuous Delivery for PE to work correctly, your environment node
groups should be set up in a specific hierarchy.

Continuous Delivery for PE deploys changes to environment node groups. By setting up environment node groups,
you define the groups of nodes that you can choose to deploy changes to.

1. Inthe PE console, click Classification.

2. If your node classification does not aready include an All Environments node group, create one.

Note: The All Environments node group is added automatically in new installations of PE version 2018.1.5 and
newer. If you're running an older version or have upgraded your PE instance, you must create this node group
yourself.

Click Add group... and create a new node group with the following specifications:

e Parent name: All Nodes

e Group name: All Environments

e Environment: production

e Environment group: yes

« Description: Environment group parent and default
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3. Open the All Environments node group and add a new rule:

* Fact: name
¢ Operator: ~
* Vdue . *

4. Edit the Agent-specified environment node group so that All Environmentsisits parent. This group should have
no rules, and won't match any nodes.

5. Edit the Production environment node group so that All Environmentsis its parent. If necessary, modify its rules
so that it matches only the correct nodes.

6. For each of your environment groups (such astesting, staging, and production), create an environment node
group.
a) Create aGit branch to represent the environment.
b) Runpuppet code depl oy <ENVI RONVENT NAME>.
c) Create anew environment node group with the following specifications:

* Parent name: All Environments
e Group name: <ENVIRONMENT_NAME>
e Environment: <ENVIRONMENT>
e Environment group: Yes
d) Associate the relevant nodes with the environment group by creating rules or pinning nodes.

Best practices for associating nodes with environment node groups:

e Usethepp_envi ronment trusted fact, or asimilar custom fact, to define which environment each node
belongsto. Write arule in each environment group that uses pp_envi r onnment or your custom fact to
match nodes.

» Seeif other facts or trusted facts can be used to create rules that match nodes to one and only one
environment group

« |f trusted facts, custom facts, or other facts cannot be used to determine node environments, use pinning.
Pin each node to only one environment group.

€) Specify the Git branch corresponding to the environment.

7. Optional: For each of your newly created environment groups, create a child environment group. Nodes from the
parent environment group are allowed to drop into this exception group to test code from Git feature branches.
Give each child environment group the following specifications:

e Parent name: All <ENVIRONMENT>

e Group name: <ENVIRONMENT> one-time run exception

e Environment: Agent-specified

« Environment group: Yes

o Description: Allow <ENVIRONMENT> nodes to request a different Puppet environment for a one-time run

Once the child environment node group is set up, giveit therule (agent _speci fi ed_envi ronnment ~ .
+) . Do not pin any nodes to this node group.

The resulting environment node groups has aformat similar to this:
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Classification

Create, edit, and remove node groups here.

v Add group..

& AllNodes production
= All Environments production l:'1\«‘i.'0f'|lTIElI'.gI'CL.:J Fn’:ll'f'ﬂ and default
Agent-specified environment agent-specified | This environment group exists for unusual testing and development only. Expect it to be empty
2 Production environment production
Production cne-time run exception agent-specified Allow preduction nodes to request a different puppet environment for a one-time run

2 Staging environment staging

Staging one-time run exception agent-specified | Allow staging nodes to request a different puppet environment for a one-time run
D Test environment test
Test one-time run exception agent-specified Allow test nodes to request a different puppet environment for a one-time run

Now that your environment nodes groups are configured, we can deploy new code to your nodes.

Configure impact analysis

Impact analysisis a Continuous Delivery for Puppet Enterprise (PE) tool that lets you see the potential impact that
new Puppet code will have on your PE-managed infrastructure, even before the new code is merged. When you add
impact analysis to a control repo's pipeline, Continuous Delivery for PE automatically generates areport on every
proposed code change to that control repo.

See Analyzing the impact of code changes for more on impact analysis.

« Configure impact analysis on page 52
If you have integrated your PE instance with Continuous Delivery for PE, impact analysis was automatically set up
for you during the integration. Make one classification change to start using impact analysis.

Configure impact analysis

If you have integrated your PE instance with Continuous Delivery for PE, impact analysis was automatically set up
for you during the integration. Make one classification change to start using impact analysis.

Before you begin
Make sure you're ready to get started by completing the following:

e Install Continuous Delivery for PE.
» Integrate with your source control system.
* Integrate with Puppet Enterprise.

1. Inthe PE console, click Classification and open the PE Infrastructure group.
2. Select the PE Master group and click Configuration.
3. Inthe Add new classfield, select cd4pe::impact_analysis and click Add class, then commit your change.

If you don't find cd4pe::impact_analysisin the classlist, click Refresh to update class definitions.
4. Run Puppet on the nodesin the PE Master group.

Important: This Puppet run restarts the pe-puppetserver service.
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5. Optional: Set the maximum number of concurrent node catalog compiles allowed for each workspace. By defaullt,
10 concurrent catalog compilations are allowed.

Adjust this setting to manage the catalog compilation load placed on a PE instance by Continuous Delivery for PE
impact analysis report generation.
a) Inthe Continuous Delivery for PE web Ul, click Settings.

b) Click Puppet Enterprise and locate the PE instance you've configured to use impact analysis. Click Edit
credentials.

c) Locatethe Impact analysis credentials section of the window. In the Max concurrent catalog compiles
field, set the number of catalog compilations that are allowed to run simultaneously on this PE instance.

d) Click Save changes.

Integrate with source control

Integrate your source control system with Continuous Delivery for Puppet Enterprise (PE) by following the
appropriate set of instructions on this page.

Status notification prefixes for source control

Once integration between your Continuous Delivery for PE installation and your source control provider is complete,
Continuous Delivery for PE sends information about the outcome of each stage of each pipeline run to your source
control provider.

By default, Continuous Delivery for PE labels each pipeline stage as follows when reporting to your source control
provider:

cd- pe/ st age- <pi pel i ne stage nunber>

Thislabeling system works just fine if you connect a control repo or module repo to one (and only one) workspace.
But if more than one workspace is connected to a certain control repo or module repo, your source control system
might receive identical notifications from multiple workspaces about multiple pipelines, and be unable to differentiate
between them when performing automated testing.

To prevent thisissue, you have the option of adding a status notification prefix to all the communications Continuous
Delivery for PE sends from your workspace to your source control provider. By adding a status notification prefix,
you ensure that your source control system is able to differentiate between and accurately act on pipeline status
notifications coming from multiple workspaces to the same control repo or module repo.

To add a status notification prefix:

1. Inthe Continuous Delivery for PE web Ul, click Settings > Sour ce control.
2. y
In the Status natification prefix area of the page, click Edit prefix .

3. Enter your chosen prefix. The name of your workspace is agood option. Click Save.

When you save your prefix, the example code updates to show prefixed pipeline status labels as they will be sent to
your source control provider from this workspace.

Integrate with Azure DevOps Services
Continuous Delivery for PE works with your existing source control system to track changes to your Puppet code and
manage code deployments to your nodes. Create an Azure DevOps Services OAuth application in order to integrate
your Azure DevOps Services instance with Continuous Delivery for PE and start using these tools.

Before you begin
An administrator on your team must create an Azure DevOps Services OAuth application for Continuous Delivery for
PE.
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Note: Theseinstructions apply only to the Azure DevOps cloud offering. The hosted version, Azure DevOps Server,
is not compatible with Continuous Delivery for PE.

1. Signinto Continuous Delivery for PE asthe root user.
2. Click Settings, then click Integrations.

Tip: The authorization callback URL required to create your OAuth app is shown in the root console.

Go to https://app.vsaex.visual studio.com/app/register. Enter your company name.

In the Application I nformation section, enter a name for your OAuth application, suchasCD f or PE.

In the Application website field, enter the base URL for your Continuous Delivery for PE instance.

In the Authorization callback URL field, enter the authorization callback URL printed in the root console.

In the Authorized scopes section, select Code (read and write).

Click Create Application. Y our new application is created, and a new page showing the application's settingsis
displayed.

Important: Leave this page open. You'll need the application settings information in the next step.

© N O AW

9. Return to the Continuous Delivery for PE root console. On the | ntegr ations page, enter the application ID and
client secret for your Azure DevOps Services OAuth application and click Add.

Once an Azure DevOps Services OAuth application is established for your organization, each workspace must be
authenticated with the application in order to integrate the Continuous Delivery for PE instance with Azure DevOps
Services. This process involves granting code read and write permissions and adding a public SSH key, which enables
cloning of modules and control repos during automated tasks.

Important: If your organization uses Azure DevOps Services branch permissions to limit user access to Git
branches, review the permissions granted to Continuous Delivery for PE users and ensure that these users can force
push to the relevant control repos and module repos.

Important: Azure DevOps Services only supports cloning over SSH. HTTP(S) cloning is not supported. To use
Azure DevOps Services, SSL must be enabled on Continuous Delivery for PE.

1. Inthe Continuous Delivery for PE web Ul, click Settings.
2. Click Source contral, then click Azure DevOps.

Click Add credentialsto give Continuous Delivery for PE code read and write permissions for your Azure
DevOps Services account. You are directed to a Microsoft page.

Click Accept. You are directed back to the Sour ce control page.

Next, add the SSH key. Still in the Continuous Delivery for PE web Ul, click SSH key.

Click Show to display your public SSH key. Click Copy.

In the Azure DevOps Services web Ul, open the user menu and click Security, then click SSH public keys.
Click Add and paste your public SSH key into the Key Data field. Add a description and click Save.

w
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Integrate with Bitbucket Cloud

Continuous Delivery for PE works with your existing source control system to track changes to your Puppet code
and manage code deployments to your nodes. Create a Bitbucket Cloud OAuth application in order to integrate your
Bitbucket Cloud instance with Continuous Delivery for PE and start using these tools.

Before you begin
An administrator on your team must create a Bitbucket Cloud OAuth consumer for Continuous Delivery for PE.

1. Signinto Continuous Delivery for PE as the root user.
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2. Click Settings, then click Integrations.

Tip: Theauthorization callback URL required to create your OAuth consumer is shown in the root console.

3. Inyour organization's Bitbucket Cloud account, create an OAuth consumer. See Create a consumer in the
Bitbucket Cloud documentation for instructions.

Give the OAuth consumer the following permissions:

Category Permissions

Account Email, Read

Team membership Read

Repositories Read, Write

Pull requests Read, Write

Webhooks Read and write

4. When your OAuth application is created, note the key and secret shown on the OA uth settings page in the

Bitbucket Cloud web UI.

5. Return to the Continuous Delivery for PE root console. On the I ntegr ations page, enter the client ID (key) and
client secret for your Bitbucket Cloud OAuth consumer and click Add.

Once a Bitbucket Cloud OAuth application is established for your organization, each workspace must be
authenticated with the application in order to integrate the Continuous Delivery for PE instance with Bitbucket Cloud.

Important: If your organization uses Bitbucket Cloud branch permissionsto limit user accessto Git branches,
review the permissions granted to Continuous Delivery for PE users and ensure that these users have write access and
the ability to rewrite history on the relevant control repos and module repos.

Note: Bitbucket Cloud only supports cloning over HTTP(S). SSH cloning is not supported.

1. Inthe Continuous Delivery for PE web Ul, click Settings.
2. Click Source contral, then click Bitbucket Cloud.

3. Click Add credentialsto give Continuous Delivery for PE code read and write permissions for your Bitbucket
Cloud account.

4. Click Add credentials.

At this point you'll be redirected to Bitbucket Cloud to authorize the OAuth application set up by your workspace
administrator.

Give Continuous Delivery for PE the following permissions on your Bitbucket Cloud account:

« Access organizations, teams, and membership (read-only)
e Access user email addresses (read-only)
» Access public and private repositories

5. Click Authorize application.

Integrate with Bitbucket Server

Continuous Delivery for PEworks with your existing source control system to track changes to your Puppet code and
manage code deployments to your nodes. Integrate your Bitbucket Server instance with Continuous Delivery for PE
in order to start using these toals.

Important: If your organization uses Bitbucket Server branch permissionsto limit user access to Git branches,
review the permissions granted to Continuous Delivery for PE users and create an exemption rule that ensures these
users can force push to the relevant control repos and module repos.
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Note: Bitbucket Server only supports cloning over SSH. HTTP(S) cloning is not supported.

Note: Continuous Déelivery for PE supports Bitbucket Server 5.0 and newer versions.

In the Continuous Delivery for PE web Ul, click Settings.
Click Source controal, then click Bitbucket Server.
In the Bitbucket Server host field, enter the public IP or DNS for your Bitbucket Server instance.

In the User name and Passwor d fields, enter the credential s associated with the account you wish to connect to
Continuous Delivery for PE.

5. Inthe SSH port field, enter the port number on which your Bitbucket Server listens for SSH requests. To locate
this port number:
a. Inthe Bitbucket Server web Ul, click Administration (the gear icon) and then click Server settings.
b. Locate the SSH port in the SSH access section of the Server settings page.

6. Optional: Enter the SSH base URL for your Bitbucket Server if it is different from the host URL. To view your
SSH base URL:
a. Inthe Bitbucket Server web Ul, click Administration (the gear icon) and then click Server settings.
b. Locate the SSH base URL in the SSH access section of the Server settings page.

7. Optional: Enter the SSH user for clonesif it is something other than "git."

8. Click Add credentials.

A w DN PR

Integrate with GitHub

Continuous Delivery for PE works with your existing source control system to track changes to your Puppet code
and manage code deployments to your nodes. Create a GitHub OAuth application in order to integrate your GitHub
instance with Continuous Déelivery for PE and start using these tools.

Before you begin
An administrator on your team must create a GitHub OAuth application for Continuous Delivery for PE.

1. Signinto Continuous Delivery for PE as the root user.

2. Click Settings, then click Integrations.

3. Inyour organization's GitHub account, create an OAuth application. See Creating an OAuth App in the GitHub
documentation for instructions.

Tip: Inthe Homepage URL field, enter the base URL for your Continuous Delivery for PE instance (ht t p: / /
<CD4PE- HOST- SERVER>: 8080). The Authorization callback URL is shown in the Continuous Delivery for
PE root console.

4. Onceyour OAuth application is created, note the Client ID and Client Secret shown on the application's page in
the GitHub UI.

5. Return to the Continuous Delivery for PE root console. On the | ntegrations page, enter the client ID and secret
for your GitHub OAuth application and click Add.

Once a GitHub OAuth application is established for your organization, each workspace must be authenticated with
the application in order to integrate the Continuous Delivery for PE instance with GitHub.

Important: If your organization uses protected branches on GitHub, make sure that force pushing is allowed to
protected branches, or that the GitHub Administrator user is used when connecting a control repo or module repo to
Continuous Delivery for PE.

Note: GitHub only supports cloning over HTTP(S). SSH cloning is not supported.

1. Inthe Continuous Delivery for PE web Ul, click Settings.
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2. Click Source control, then click GitHub.
3. Click Add credentials.

At this point you'll be redirected to GitHub to authorize the OAuth application set up by your team's administrator.
Give Continuous Delivery for PE the following permissions on your GitHub account:

» Access organizations, teams, and membership (read-only)
e Access user email addresses (read-only)
» Access public and private repositories

4. Click Authorize application.

Integrate with GitHub Enterprise
Continuous Delivery for PE works with your existing source control system to track changes to your Puppet code and
manage code deployments to your nodes. Integrate your GitHub Enterprise instance with Continuous Delivery for PE
in order to start using these tools.

Important: If your organization uses protected branches on GitHub Enterprise, make sure that make sure that force
pushing is allowed to protected branches, or that the GitHub Enterprise Administrator user is used when connecting a
control repo or module repo to Continuous Delivery for PE.

Note: GitHub Enterprise only supports cloning over HTTP(S), SSH cloning is not supported.

In the Continuous Delivery for PE web Ul, click Settings.

Click Source control, then click GitHub Enterprise.

Inthe Host field, enter the public IP or DNS for your GitHub Enterprise instance.

Create atoken allowing Continuous Delivery for PE to access your GitHub Enterprise instance.
a) Inthe GitHub Enterprise web Ul, click your profile photo, then click Settings > Developer settings.
b) Click Personal accesstokens. Click Generate new token.

¢) Enter atoken description, suchasCD f or PE.

d) Select therepo, read:org, and user:email scopes.

€) Click Generatetoken.

f) Copy the personal access token created by GitHub Enterprise.

5. Inthe Continuous Delivery for PE web Ul, enter the GitHub Enterprise token in the Token field.

6. Based on your GitHub Enterprise configuration, select either Thisinstance uses a standard CA certificate or
Thisinstance uses a custom CA certificate. If you're using a custom certificate, paste the certificate in full in the
Custom CA certificatefield.

7. Click Add credentials.

A DN PR

Integrate with GitLab

Continuous Delivery for PE works with your existing source control system to track changes to your Puppet code and
manage code deployments to your nodes. Integrate your GitLab instance with Continuous Delivery for PE in order to
start using these toals.

Important: If your organization uses protected branches on GitLab, make sure that the GitLab user account
connected to Continuous Delivery for PE is assigned to a GitLab role with “alow” rules that enable the user to push
to the protected branch.

Note: GitLab supports cloning over both SSH and HTTP(S). The cloning protocol is set per Continuous Delivery for
PE workspace.

1. Inthe Continuous Delivery for PE web Ul, click Settings.
2. Click Source control, and then click GitLab.

© 2024 Puppet, Inc., a Perforce company



continuous-delivery | Configuring and adding integrations | 58

3. IntheHost field, enter the public IP or DNS for your GitLab instance.
4. Create atoken allowing Continuous Delivery for PE to access your GitLab instance.
a) Inthe GitLab web Ul, navigate to your user settings and click Accesstokens.
b) Enter aname for the application, suchasCD f or PE, and set an expiration date for the token.
¢) Select the api and read_user scopes.
d) Click Create personal accesstoken.
€) Copy the personal access token created by GitL ab.

5. Inthe Continuous Delivery for PE web Ul, enter the GitLab token in the Token field.
6. Select whether your workspace will clone GitLab repositories via SSH or HTTP(S).
a) For SSH:
e Optional: Add the SSH user's credentialsin the SSH user field.
e Optional: Inthe SSH port field, specify the port on which your GitLab server listens for SSH requests.
The default port number is 22.
b) For HTTPR(S):
« |If you're using a custom certificate, paste the certificate in full into the Custom CA certificate field.
7. Click Add credentials.

Configure job hardware

Job hardware, or the servers Continuous Delivery for Puppet Enterprise (PE) uses to run tests on your Puppet code,
must be configured before you can begin running tests or using pipelines.

« Configure job hardware running a Puppet agent on page 58

Job hardware, or the servers Continuous Delivery for PE uses to test your Puppet code, must be configured before you
begin running jobs or using pipelines. Any node with a Puppet agent installed can be designated as job hardware.

« Add job hardware capabilities on page 59

Job hardware servers are organized by capabilitiesin Continuous Delivery for PE. A capability is atag that indicates
what type of jobs can run on that job hardware server. If you're managing alarge fleet of job hardware servers, use
capabilities to distribute the testing load.

» Configure global shared job hardware running a Puppet agent on page 60

Glaobal shared job hardware can be used by all workspaces in your Continuous Delivery for PE installation. The root
user or a super user must set up these special job hardware serversin the root console.

« Migrate job hardware on page 61

The Continuous Delivery agent is deprecated as of Continuous Delivery for PE version 3.4.0, and will be removed

in afuture release. The Continuous Delivery agent will continue to work until the removal date, but you can migrate
your job hardware to use a Puppet agent at any time.

e # Continuous Delivery agent on page 62

# DEPRECATED: The Continuous Delivery agent is deprecated as of Continuous Delivery for PE version 3.4.0, and
will be removed in a future release. While existing job hardware running the Continuous Delivery agent will continue
to function until the removal date, you cannot make changes or updates to these job hardware servers.

Configure job hardware running a Puppet agent

Job hardware, or the servers Continuous Delivery for PE uses to test your Puppet code, must be configured before you
begin running jobs or using pipelines. Any node with a Puppet agent installed can be designated as job hardware.

Before you begin
Review the sizing guide in Job hardware requirements.

Important: Only the administrator of aworkspace or a super user can configure job hardware for a workspace.
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1. Install aPuppet agent on each of the nodes you wish to use as job hardware. See Installing agents in the PE
documentation for details.

2. Make sure your Continuous Delivery user role in PE includes the permission to run the
cd4pe_jobs::run_cd4pe_j ob task.
3. Install the puppet | abs- cd4pe_j obs module, which isrequired to run Continuous Delivery for PE jobs on
your nodes:
a) Addthepuppet | abs-cd4pe_j obs module to the following:
» The Puppetfile for the production environment on the PE master that manages the agent nodes you've
selected as job hardware
« The Puppetfile on the mast er branch of the control repo associated with the PE master that manages the
agent nodes you've selected as job hardware

A sample Puppetfile entry:

nmod ' puppet | abs-cd4pe_jobs', '1.5.0
b) Deploy the updated code to the production environment:

puppet code depl oy production --wait

4. Install and configure Docker on each node. Docker is required for the Docker-based pre-built jobs included in
Continuous Delivery for PE. See the Installing Docker instructions for details.

5. Finaly, tell Continuous Delivery for PE that the nodes are ready to be used as job hardware for Docker-based
jobs by assigning them to the Docker hardware capability. Capabilities organize your job hardware servers and
ensure that jobs run on hardware with the right characteristics. Continuous Delivery for PE automatically creates a
Docker hardware capability for you.

a) Inthe Continuous Déelivery for PE web UI, click Hardware.

b) Locatethe Docker capability and click + Edit.

¢) Select the PE instance that manages the nodes you've selected as job hardware. Then, select your job hardware
nodes.
The selected nodes are added to the Har dwar e with this capability list on the right.

d) Click Save.

Y our job hardware is now configured and ready for use.

Tip: If you're managing alarge set of job hardware nodes, you can create additional capabilities to distribute
the testing load and ensure that each job runs on a server with the correct characteristics. See Add job hardware
capabilities for instructions.

Note: Due to the fact that Continuous Delivery for PE job hardware nodes are classified as PE infrastructure nodes,
the puppet _agent module cannot be used to successfully upgrade Puppet agents running on job hardware. To
upgrade the Puppet agent on ajob hardware node, use the agent upgrade script.

Add job hardware capabilities

Job hardware servers are organized by capabilitiesin Continuous Delivery for PE. A capability is atag that indicates
what type of jobs can run on that job hardware server. If you're managing alarge fleet of job hardware servers, use
capahilities to distribute the testing load.

Capabilities organize your job hardware servers and ensure that jobs run on hardware with the right characteristics.
For example, for anew job that requires the use of Python 3, create a capability called python-3 in Continuous
Delivery for PE and assign job hardware servers that have Python 3 installed and configured to that capability. When
creating the new job that uses Python 3, indicate that the job requires job hardware with the python-3 capability.
When running that job, Continuous Delivery for PE will automatically locate a job hardware server with the python-3
capability, and will use that job hardware server to run the job.

In addition to software requirements, useful capabilitiesinclude:
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Operating systems
Organizational designations, such as dev-team-philly-testing
Puppet testing resources, such as onceover or Puppet Development Kit

Important: Only the administrator of aworkspace, the root user, and super users can add hardware capabilitiesto a
workspace.

Note: Continuous Delivery for PE automatically creates a Docker capability for you.

1
2.
3.

4.

In the Continuous Delivery for PE web Ul, click Hardware.
To create a new capability, click + Add capability. Give your new capability a name.

Next, assign job hardware servers to the capability. Select the PE instance that manages the node you've selected
asjob hardware. Then, select the nodes you wish to assign to the capability.

The selected nodes are added to the Har dwar e with this capability list on the right.
When you've selected all the nodes you want to assign to the capability, click Save.

Y our job hardware is now assigned to a capability. Y ou can add this capability to the jobs in your workspace by
clicking Jobs > Edit job and selecting from the list of capabilities.

Configure global shared job hardware running a Puppet agent

Global shared job hardware can be used by all workspaces in your Continuous Delivery for PE installation. The root
user or asuper user must set up these special job hardware serversin the root console.

Before you begin
Review the sizing guide in Job hardware requirements.

1

Install a Puppet agent on each of the nodes you wish to use as global shared job hardware. See Installing agentsin
the PE documentation for details.

Make sure your Continuous Delivery user role in PE includes the permission to run the
cd4pe_jobs::run_cd4pe_j ob task.
Install the puppet | abs- cd4pe_j obs module, which isrequired to run Continuous Delivery for PE jobs on
your nodes:
a) Addthepuppet | abs-cd4pe_j obs module to the following:
« The Puppetfile for the production environment on the PE master that manages the agent nodes you've
selected as job hardware

* The Puppetfile on the mast er branch of the control repo associated with the PE master that manages the
agent nodes you've selected as job hardware

A sample Puppetfile entry:

nmod ' puppet | abs-cd4pe_jobs', '1.5.0
b) Deploy the updated code to the production environment:

puppet code depl oy production --wait

Install and configure Docker on your selected global shared job hardware nodes. See the Installing Docker
instructions for details.

In the root console, click Hardwar e.

All global shared job hardware servers must be assigned to the Docker capability, which is automatically created
for you. Locate the Docker capability and click + Edit.

Next, assign al your global shared job hardware servers to the Docker capability. Select the PE instance that
manages the node you've selected as job hardware. Then, select the global shared job hardware nodes.

The selected nodes are added to the Har dwar e with this capability list on the right.
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8. When you've selected all the nodes you want to assign to the capability, click Save.

9. Asneeded, create additional capabilities for your global job hardware servers. To create a new capability, click +
Add capability and give your new capability a name, then follow steps 6 and 7.

Tip: Tolearn more about capabilities, see Add job hardware capabilities.

Your global shared job hardware is now configured. Usersin all workspaces will now see a Use shared hardware
option when creating or editing ajob. Jobs that are configured to run on your global shared job hardware have the
Docker capability automatically selected, and will run on the global shared job hardware assigned to the Docker
capability.

Note: Due to the fact that Continuous Delivery for PE job hardware nodes are classified as PE infrastructure nodes,
the puppet _agent module cannot be used to successfully upgrade Puppet agents running on job hardware. To
upgrade the Puppet agent on ajob hardware node, use the agent upgrade script.

Migrate job hardware
The Continuous Delivery agent is deprecated as of Continuous Delivery for PE version 3.4.0, and will be removed
in afuture release. The Continuous Delivery agent will continue to work until the removal date, but you can migrate
your job hardware to use a Puppet agent at any time.

To migrate your job hardware from using the Continuous Delivery agent to using a Puppet agent, first uninstall the
Continuous Delivery agent, then install a Puppet agent and the puppet | abs- cd4pe_j obs module.

Note: These migration instructions apply to both job hardware associated with a single Continuous Delivery for PE
workspace and global shared job hardware. The workspace administrator or a super user must complete the migration.

1. SSH into your job hardware agent node and run the following:

sudo /usr/local/bin/distelli agent stop
sudo /usr/local/bin/distelli agent uninstall

2. Inthe Continuous Delivery for PE web Ul (or in the root console if you're migrating a global shared job hardware
-

server), click Hardwar e. Locate the job hardware agent node in the list of servers and click L Remove
hardwar e node.

3. Install a Puppet agent on each of the nodes you wish to use as job hardware. See Installing agents in the PE
documentation for details.

4. Make sure your Continuous Delivery user role in PE includes the permission to run the
cd4pe_j obs::run_cd4pe_j ob task.

5. Install the puppet | abs- cd4pe_j obs module, which isrequired to run Continuous Delivery for PE jobs on
your nodes:

a) Addthepuppet | abs-cd4pe_j obs module to the following:

» The Puppetfile for the production environment on the PE master that manages the agent nodes you've
selected asjob hardware

e The Puppetfile on the mast er branch of the control repo associated with the PE master that manages the
agent nodes you've selected as job hardware

A sample Puppetfile entry:

nmod ' puppet | abs-cd4pe _jobs', '1.5.0
b) Deploy the updated code to the production environment:

puppet code depl oy production --wait
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6. Confirm that Docker isinstalled and configured on each node. Docker is required for the Docker-based pre-built
jobsincluded in Continuous Delivery for PE. See the Installing Docker instructions for details.

7. Finaly, tell Continuous Delivery for PE that the nodes are ready to be used as job hardware for Docker-based
jobs by assigning them to the Docker hardware capability. Capabilities organize your job hardware servers and
ensure that jobs run on hardware with the right characteristics. Continuous Delivery for PE automatically creates a
Docker hardware capability for you.

a) Inthe Continuous Delivery for PE web Ul, click Hardwar e.

b) Locatethe Docker capability and click + Edit.

¢) Select the PE instance that manages the nodes you've selected as job hardware. Then, select your job hardware
nodes.
The selected nodes are added to the Har dwar e with this capability list on the right.

d) Click Save.

Y our job hardware is now migrated and ready for use.

Tip: If you're managing alarge set of job hardware nodes, you can create additional capabilities to distribute
the testing load and ensure that each job runs on a server with the correct characteristics. See Add job hardware
capabilities for instructions.

# Continuous Delivery agent

# DEPRECATED: The Continuous Delivery agent is deprecated as of Continuous Delivery for PE version 3.4.0, and
will be removed in a future release. While existing job hardware running the Continuous Delivery agent will continue
to function until the removal date, you cannot make changes or updates to these job hardware servers.

Important: See Migrating your job hardware agents for instructions on updating your job hardware to use a Puppet
agent.

Selecting a job hardware installation method

There are two methods for authenticating your account when configuring job hardware to use the Continuous
Delivery agent. Which you choose to employ is mainly a question of how many servers you're designating as job
hardware.

When installing the Continuous Delivery agent, you must enter the email address and password associated with your
Continuous Delivery for PE account. Doing this manually isfineif you're setting up a server or two, but if you're
configuring alarger number of servers, adding these credentials can quickly become cumbersome. In this case, using
adi stelli.ym filetoautomatically passyour credentials to the agent is the more efficient method.

Configure job hardware with the web Ul
To designate a server as job hardware, install the Continuous Delivery agent on the server and mark it as active job
hardware in the web UI.

Tip: Thismethod is best to useif you're configuring a small number of servers.

1. Inthe Continuous Delivery for PE web Ul, click Hardware.
2. Click Add job hardware.

3. Sdect Linux / MacOS or Windows. Install the Continuous Delivery agent by running the commands shown in
the web Ul on the machine you've designated as job hardware.

Important: On Linux hosts, the agent installation process adds a sudoersruleto/ et ¢/ sudoer s. d/
di stel li that enablesthedi st el | i userto run any command with sudo privileges and without requiring a
password.
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4. When prompted for your email and password, enter the credential s associated with your Continuous Delivery for
PE account.

Important: Do not enter the root account credentials.

5. Attheprompt To whi ch hardware collection should this agent be added? selectthe
relevant workspace.

6. Inthe Continuous Delivery for PE web Ul, close the Add job hardwar e pane. Y ou might need to refresh the Job
har dwar e page to see your newly configured job hardware.
7. Click the Job hardwar e active toggle to mark your new job hardware as active.

8. Optional: Click + Add capability and enter up to three capabilities associated with this piece of job hardware,
such as PUPPET- AGENT or DOCKER, pressing Save after each addition.

The Continuous Delivery agent automatically detects and displays four reserved capabilities: WINDOWS,
LINUX, DARWIN, and RASPBIAN.

When creating a job, you can specify which job hardware capabilities are required. This allows you to ensure that
jobs requiring specific conditions, such as a particular operating system or piece of software, are run only on job
hardware meeting those conditions.

Important: In order to run jobsin Docker containers (including pre-built jobs), make sure Docker isinstalled on
your job hardware and set DOCK ER as a capability.

Note: Running Docker-enabled job hardware on an Alpine Linux base image requires the libgcc, bash, wget, and
ca-certificates packages.

Configure job hardware with di stel l'i.ym
By settingup adi stel I'i.ym filecontaining your user-specific agent credentials, you can configure job hardware
without manually entering your account credentials.

Tip: Thismethod is best to use if you're configuring alarge number of servers and don't want to enter your
credentials manually each time.

1. Create your agent credentials.

a) Inthe Continuous Delivery for PE web UlI, click Settings.
b) Click Hardware agents, then click Create agent credentials.

¢) Continuous Delivery for PE creates an access token and secret key for your account. Click Show to display
your secret key. Leave this page open whileyou set up your di st el i . yml file.

2. Createafilenameddi stel i .ym andstoreitin aconvenient location.

3. Addthefollowingtoyourdi stel l'i.ynl file pasting in the access token and secret key you generated in Step
1

Di stelli AccessToken: <MY_ACCESS TOKEN>
Distel liSecretKey: <MY_SECRET KEY>

Savethefile and exit.
4. Inthe Continuous Delivery for PE web Ul, click Hardware.
5. Click Add job hardware.
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Select Linux / MacOS or Windows. SSH into the machine you've chosen to designate as job hardware. In sudo
or Administrator mode, install the Continuous Delivery agent by running the commands shown in the web Ul,
adding - conf <PATH TO DI STELLI. YM__FI LE>totheend of thedi stel li agent install
command.

For example,/ usr/ 1 ocal / bin/distelli agent install -conf

<PATH_TO DI STELLI. YM__FI LE>.

Important: On Linux hosts, the agent installation process adds a sudoersruleto/ et ¢/ sudoer s. d/
di stel li that enablesthedi st el i usertorun any command with sudo privileges and without requiring a
password.

Attheprompt To whi ch hardware coll ection should this agent be added? selectthe
relevant workspace.

In the Continuous Delivery for PE web Ul, click Hardware.
Click the Job hardwar e active toggle to mark your new job hardware as active.

10. Optiond: Click + Add capability and enter up to three capabilities associated with this piece of job hardware,

such as PUPPET- AGENT or DOCKER, clicking Save after each addition.

The Continuous Delivery agent automatically detects and displays four reserved capabilities: WINDOWS,
LINUX, DARWIN, and RASPBIAN.

When creating a job, you can specify which job hardware capabilities are required. This allows you to ensure that
jobs requiring specific conditions, such as a particular operating system or piece of software, are run only on job
hardware meeting those conditions.

Important: In order to run jobsin Docker containers (including pre-built jobs), make sure Docker isinstalled on
your job hardware and set DOCK ER as a capability.

Note: Running Docker-enabled job hardware on an Alpine Linux base image requires the libgcc, bash, wget, and
ca-certificates packages.

Upgrade the Continuous Delivery agent
To upgrade the Continuous Delivery agent to amore recent version, reinstall the agent on top of the existing agent.

Important: The Continuous Delivery agent is deprecated as of Continuous Delivery for PE version 3.4.0, and will be
removed in afuture release. Upgrading the Continuous Delivery agent is no longer supported. See Migrating your job
hardware agents for instructions on updating your job hardware to use a Puppet agent.

1

In the Continuous Delivery for PE web Ul, click Hardware.

2. Click Add job hardware.

Select Linux / MacOS or Windows. SSH into the machine you're using as job hardware. In sudo or
Administrator mode, install the Continuous Delivery agent by running the commands shown in the web UI.

Important: If you created adistelli.yml file to store your agent credentials, add - conf
<PATH_TO DI STELLI . YM__FI LE>totheend of thedi stel | i agent install commandand skipto
step 5 below.

When prompted for your email and password, enter the credentials associated with your Continuous Delivery for
PE account.

Important: Do not enter the root account credentials.

In the Continuous Delivery for PE web Ul, click Har dwar e and locate the newly upgraded server.
Click the Job hardwar e active toggle to mark the upgraded job hardware as active.

Click + Add capability and enter up to three capabilities associated with this piece of job hardware, such as
PUPPET- AGENT or DOCKER, clicking Save after each addition.
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Configure global shared job hardware running a Continuous Delivery agent

The Continuous Delivery agent is deprecated as of Continuous Delivery for PE version 3.4.0, and will be removed in
afuture release. While existing global shared job hardware running the Continuous Delivery agent will continue to
function until the removal date, you cannot make changes or updates to these shared job hardware servers.

A super user must perform this action. Once set up, all super users and the root user can view global shared job
hardware in the root console.

Important: See Migrating your job hardware agents for instructions on updating your global shared job hardware to
use a Puppet agent.

1. Loginto theroot console by selecting Root console from the workspaces menu at the top of the Continuous
Delivery for PE navigation bar.

2. Click Hardware, then click Add job hardware.

3. Sdlect Linux / MacOS or Windows. Install the Continuous Delivery agent by running the commands shown in
the web Ul on the machine you've designated as global shared job hardware.

Important: On Linux hosts, the agent installation process adds a sudoersruleto/ et ¢/ sudoer s. d/
di stel li that enablesthedi st el | i usertorun any command with sudo privileges and without requiring a
password.

4, When prompted for your login email and password, enter the credentials associated with your super user account.

5. Attheprompt To whi ch hardware collection should this agent be added? sdectd obal
shared hardwar e.

6. Intheroot console, close the Add job hardware pane. Y ou might need to refresh the Job har dwar e page to see
your newly configured global shared job hardware.

7. Click the Job hardwar e active toggle to mark your new job hardware as active.

8. Optional: Click + Add capability and enter up to three capabilities associated with this piece of job hardware,
such as PUPPET- AGENT or DOCKER, pressing Save after each addition.

The Continuous Delivery agent automatically detects and displays four reserved capabilities: WINDOWS,
LINUX, DARWIN, and RASPBIAN.

When creating ajob, users can specify which job hardware capabilities are required. This ensures that jobs
requiring specific conditions, such as a particular operating system or piece of software, are run only on job
hardware meeting those conditions.

Important: In order to run jobsin Docker containers (including pre-built jobs), make sure Docker isinstalled on
your job hardware and set DOCK ER as a capability.

Note: Running Docker-enabled job hardware on an Alpine Linux base image requires the libgcc, bash, wget, and
ca-certificates packages.

Now that shared global job hardware is available, a Use shared har dwar e option is shown when creating or editing a
job.

Configure LDAP

Continuous Delivery for Puppet Enterprise (PE) supports use of the Lightweight Directory Access Protocol (LDAP)
for managing user authentication. Once an LDAP configuration isin place, use group mapping to associate your
existing LDAP groups with role-based access control (RBAC) groups in Continuous Delivery for PE.

For organizationa or failover protection purposes, you can add multiple LDAP configurations, each specifying a
separate LDAP server, to your Continuous Delivery for PE instance. Continuous Delivery for PE uses the LDAP
configurations you set up to search your LDAP usersin a specified order. Once auser is found, the search ends and
that LDAP configuration is used to perform the login operation.
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Configuring LDAP server search result limits

Beginning with version 3.10.0, by default Continuous Delivery for PE requests 500 search results at atime

from a connected LDAP server. If your LDAP server has a search result limitation below 500, you can

configure Continuous Delivery for PE to match the LDAP server's search result threshold by setting the
CDAPE_LDAP_GROUP_SEARCH SI ZE_LI M T environment variable onthe cd4pe_docker _ext ra_par ans
parameter. See Advanced configuration options for more information.

Create a new LDAP configuration
Add an LDAP configuration to Continuous Delivery for PE by providing key information on the mapping of user and
group attributesin your LDAP server implementation.
1. Log into theroot console by selecting Root console from the workspaces menu at the top of the Continuous
Delivery for PE navigation bar or signing in as the root user.
2. Click Settings, then click Single sign on.
3. Sdlect LDAP and click + Add LDAP configuration.
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Inthe New L DAP configuration pane, enter the requested information as per the instructions bel ow.
Name

A friendly identifier for this LDAP configuration. This name cannot be changed, so select it carefully.
Endpoint URL

The endpoint URL of the LDAP server, including the LDAP scheme, hostname, and port. If these aren’t
included, the default schemeis| daps and the default port is 636.

Bind DN

The distinguished name of the LDAP account that Continuous Déelivery for PE will bind as when performing
LDAP operations. An admin account or a service account created specifically for Continuous Delivery for PE
isgenerally used here. If you choose to create a new account, ensure that it has permission to search for users
and groups.

Bind DN password
The password associated with the bind DN account.

Note: You must enter this password each time the LDAP configuration is updated. Entering the password is
not required when disabling the LDAP configuration.

User base DN

The LDAP base DN that informs Continuous Delivery for PE where users are located in the directory. The
more specific the DN, the better your LDAP search performance will be.

User attribute

Which LDAP user attribute to use to map LDAP users to Continuous Delivery for PE usernames. The nai |
attribute is most commonly used, but any attribute can be used so long as duplicate values aren't present in the
LDAP database.

Optional: User basefilter

A filter that Continuous Delivery for PE can use to restrict user search results. Thisis useful in edge cases
where certain users should be included or excluded.

Group base DN

The LDAP base DN that informs Continuous Delivery for PE where groups are located in the directory. The
more specific the DN, the better your LDAP search performance will be.

Note: If usersand groups are stored in the same location, the value in this field will be the same as the value
in the User attributefield.

Group user attribute
The user attribute that group entries use to identify users. In most cases the value of this optionisdn.
Group member attribute

The group attribute that maps to a group member. In most cases the value of this option is either nenber or
uni queMenber .

Group name attribute
The group attribute that identifies the group name. In most cases the value of this optioniscn.
Optional: Group basefilter

A filter that Continuous Delivery for PE can use to restrict group search results. Thisis useful in edge cases
where certain groups should be included or excluded.

User object class

Specifies the value of the obj ect O ass attribute that allows Continuous Delivery for PE to query user
entries. In most cases the value of thisoptionisuser or per son.

Group object class

Specifies the value of the obj ect O ass attribute that allows Continuous Delivery for PE to query group
entries. In most cases the value of thisoptionisgr oup or gr oupOf Uni queNarres.

Optional: Mail attribute
The LDAP user attribute ugozt%zﬂje%) R/etee{c Cm%mp%rérogceleﬁgﬁng?&yess. Defaultsto mai | if unset.
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5. Select the Priority number for this LDAP configuration. This number indicates the order in which your LDAP
configurations are used to search for users during login and when synchronizing groups.

6. Optional: Enter the trusted server's CA certificate. If the LDAP server uses a certificate signed by atrusted CA,
you do not need to enter a CA certificate here.

7. Optional: Set the toggle to enable recursive LDAP queries for nested groups. This option is available only if your
LDAP server'simplementation supports the ExtensibleM atch search filter.

8. Set thetoggleto Enable L DAP, then click Run configuration test to check the connection between Continuous
Délivery for PE and the LDAP server.

Note: This configuration test checks to seeif the LDAP server can be reached; it does not test the other
configuration options.

9. Click Save configuration. Y our new LDAP configuration is now shown on the Single sign on settings page,
where you have the option to edit or delete the configuration.

Important: Once you enable an LDAP configuration, Continuous Delivery for PE will automatically disable

al local Continuous Delivery for PE accounts other than the root account, and will attempt to use LDAP
authentication. If your LDAP authentication fails, sign in as the root user by adding / r oot / | ogi n to the end of
the base URL of the Continuous Déelivery for PE web Ul and adjust your settings.

Create an LDAP group map

Once you add an LDAP configuration to Continuous Delivery for PE, use a group map to map your existing LDAP
groups to Continuous Delivery for PE RBAC groups. This makesit possible to mirror group membership defined in
LDAP to groups in Continuous Delivery for PE.

Before you begin
Add at least one LDAP configuration to your Continuous Delivery for PE instance.

1. Loginto theroot console by adding/ r oot / | ogi n to the end of the base URL of the web Ul and signing in as
the root user.

Click Settings, then click Single sign on.

Click LDAP, then click Manage groups. Click + Add LDAP group mapping

Select the LDAP configuration to associate the group mapping with.

From the list of available LDAP groups, select the group to be used to perform the mapping.

o~ wD

Tip: You can search for groups by name (partial matches and case-insensitive matches allowed) or distinguished
name (case-insensitive matches allowed).

6. Select a Continuous Delivery for PE account that is associated with the RBAC group you wish to map to the
selected LDAP group.

7. From thelist of available Continuous Delivery for PE RBAC groups, select the RBAC group you wish to map to
the selected LDAP group.

8. Click Add group mapping.
Once agroup map is set up, Continuous Delivery for PE synchronizes with your LDAP groups based on the
mapping you create.

Configure SMTP

Configure SMTP for your Continuous Delivery for Puppet Enterprise (PE) installation so that users can receive email
notifications from the software.

The root user or a super user must complete this process. The email address associated with the root user is used as
the from: address when email is sent by Continuous Delivery for PE.
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1. Loginto theroot console by selecting Root console from the workspaces menu at the top of the Continuous
Delivery for PE navigation bar or signing in as the root user.

2. Click Settings> SMTP.

3. If your SMTP server requires authentication, enter the SM TP username and SM TP password in the relevant
fields.

A

4. Enter the name of your SM TP host and the SM TP port number in the relevant fields.

CAUTION: The specified SMTP account must have permission to send emails from the email address
associated with the Continuous Déelivery for PE root user.

Note: Contact your email server administrator if you need help determining the correct SMTP port.

5. If your server requires TLS authentication, click thetoggleto Enable TLS.
6. Click Save settings.
7. Totest your new SMTP configuration, generate a password reset email.
a) Log out of Continuous Delivery for PE. On the sign-in screen, click Forgot your password?

b) Enter the email address associated with your Continuous Delivery for PE account and click Send reset
instructions.

Important: You can safely ignore the reset password instructions and keep your current password.

Now that SMTP is configured, Continuous Delivery for PE sends email in these situations:

« Password reset instructions when requested by a user
» Password reset confirmation once a password is updated
» Deployment approval request notifications when a deployment to a protected environment is proposed

Configure SSL

Continuous Delivery for Puppet Enterprise (PE) supports the use of Secure Sockets Layer (SSL) for enhanced
security when using the software.

When SSL is enabled, it impacts these elements of your Continuous Delivery for PE installation:

* Theweb Ul
e Communication of Puppet agents running on job hardware nodes
»  OAuth applications used with some source control providers

SSL configuration requirements and prerequisites
Before enabling SSL on your system, review the following important information.

1. Enabling SSL requires super user permissions.

2. Enabling SSL requires arestart of the Continuous Delivery for PE Docker container.

3. If you installed Continuous Delivery for PE from the PE console: Before configuring SSL, you must install the
cd4pe module, which automates upgrades of Continuous Delivery for PE and manages your configuration. For
instructions, see Automate upgrades of Continuous Delivery for PE.

4. If you arerunning legacy (now deprecated) Continuous Delivery agents on your job hardware: After
configuring SSL you must delete and reinstall the Continuous Delivery agent on all job hardware. See What to do
next at the bottom of this page for instructions.

Setting up a new SSL configuration

Configure your Continuous Delivery for PE instance to use SSL by entering the relevant certificates in the root
console and then updating your web Ul endpoint to reflect the new DNS host and SSL port.
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Before you begin
Review the SSL configuration requirements and prerequisites section above.

1

Log into the root console by selecting Root console from the workspaces menu at the top of the Continuous
Delivery for PE navigation bar or signing in as the root user.

Click Settings and make sure you're viewing the Endpointstab.

In the Configure SSL area, paste in the CA certificate, server certificate, and server private key for your
Continuous Delivery for PE host.

Note: If you also have an intermediary CA certificate, paste both the CA certificate and the intermediary CA
certificate into the CA certificate field.

Optional: Click the toggleto Enable SSL.

Note: You can leave your SSL configuration disabled and save the information you've entered. If SSL
information is entered and saved but not enabled, your certificates are saved and the private key is saved in an
encrypted format until you're ready to enable SSL.

Click Save SSL settings. If you've enabled SSL, proceed to the next step.

In the Configure Endpoints area of the page, update the web Ul endpoint. The format for the new web Ul endpoint
ishtt ps://<DNS_HOST>: <SSL_PORT>.

By default, Continuous Delivery for PE uses port 8443 for SSL.

Azure DevOps Services users. Update the backend service endpoint to use ht t ps. This change allows Azure
DevOps Services webhooks to function correctly.

Important: Continuous Delivery for PE does not support webhooks using SSL. This step is only to provide
compatibility with Azure DevOps Services.

Click Update endpoints.
Stop and restart the Continuous Delivery for PE container by running the following:

servi ce docker-cd4pe stop
servi ce docker-cd4pe start

Y ou can how access Continuous Delivery for PE over SSL by pointing your web browser to the new web Ul endpoint
you entered. Access over both ht t ps and ht t p isallowed.

If you arerunning legacy (now deprecated) Continuous Delivery agentson your job hardware: After
configuring SSL you must delete and reinstall the Continuous Delivery agent on al job hardware. To delete and
reinstall an agent, SSH into your job hardware agent node and run the following:

sudo /usr/local/bin/distelli agent stop
sudo /usr/local/bin/distelli agent uninstall
sudo /usr/local /bin/distelli agent install

Note: Theuni nst al | command throws an expected POST not supported for resource /
deconmi ssi on-server/ error. You can safely ignore this error.

Managing teams and team members
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* Managing workspaces on page 71

Workspaces enable you to share access to key Continuous Delivery for PE resources, such as control repos, modules,
and jobs, with the other members of your team. Once you set up aworkspace, add your team members to that
workspace and give them the user permissions needed to do their work.

* Managing access on page 72

Use the user access and management tools in Continuous Delivery for Puppet Enterprise (PE) to ensure that each user
has the access and permissions appropriate to their role on the team, from read-only users to super users.

Managing workspaces

Workspaces enable you to share access to key Continuous Delivery for PE resources, such as control repos, modules,
and jobs, with the other members of your team. Once you set up aworkspace, add your team members to that
workspace and give them the user permissions needed to do their work.

Best practices when creating workspaces

This section offers suggestions and best practices for creating workspaces. This guidance is intended to help you and
your organization understand Continuous Delivery for PE workspaces and use them effectively.

Workspaces support teams writing Puppet code and deploying that code to nodes managed by PE. Whether your
organi zation tasks one team with writing and deploying all Puppet code, or has organized multiple teamsto write
and test Puppet code while a central deployment team pushes those changes to production, workspaces can help you
ensure that each team member has exactly the Continuous Delivery for PE resources they need.

If your organization uses... Workspace recommendation

Oneteam to write, test, and deploy all Puppet code «  Use one workspace for the whole team

A single sour ce control repository to storeall Puppet  |* Set permissions carefully to ensure that each team
code member has access to the resources they need
Multiple teams to write and test Puppet code «  Set up separate workspaces for each writing and
Multiple sour ce control repositories to store Puppet testing team, ideally one workspace for each control
code repository

« Create aseparate workspace for the deployment
team, and allow these team members access to all
other workspaces

e Set permissions carefully to ensure that each team
member has access to the resources they need

A deployment team responsible for getting Puppet code
changes into production

Set up a new workspace for a team
Perform these steps to set up a single workspace for asmall, centralized team, or to create one of several team
workspaces for alarger, less centralized organization.

Before you begin
Make sure all members of the team have created individual Continuous Delivery for PE accounts.

Note: When new users reach the Choose a wor kspace screen in the new account creation process, ask them to log
out of Continuous Delivery for PE until the team workspace is fully set up.
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1. Create a new workspace by navigating to M anage wor kspaces at top of the navigation bar in the Continuous
Delivery for PE web Ul and clicking + Add new wor kspace. Give the workspace a descriptive name (if
necessary, you can change this later in the Settings menu).

When you create a workspace, you are automatically set as the owner of the workspace. Other Continuous
Delivery for PE super users can also access your workspace by navigating to the root console and clicking the
name of your workspace in the Wor kspaces tab.

2. Switch to the newly created workspace by clicking its name in the list of My workspaces, or by selecting it from
the workspaces menu in the Continuous Delivery for PE web UI.

3. Follow the new workspace prompts at the top of the screen to set up the required resources for the workspace:
a) If necessary, integrate Puppet Enterprise
b) Integrate with your source control system
C) Set up job hardware for this workspace or use global shared job hardware

4. Add the control repo where your team keeps its Puppet code to Continuous Delivery for PE. Click Control repos,
then click Add control repo.

5. Add the members of your team as users of the workspace. Click Settings, then Users, and add each team member.

6. Click Groupsand create one or more new groups, assigning appropriate permissions and users to each group.
Make sure that every team member is assigned to at least one group.

If auser is added to aworkspace but not assigned to any groups, they will see a403 error when they sign into
Continuous Delivery for PE.

7. Invite the members of the team to sign into Continuous Delivery for PE. They'll now see your newly created team
workspace in the workspaces area of the Continuous Delivery for PE. web UI.

Team members are now able to view and interact with the resources you've added to the workspace according to the

permissions you've assigned.

Y ou can delete unneeded workspaces by navigating to Settings > Wor kspace and clicking Delete wor kspace. Only
the workspace owner or a super user can perform this action.

Transfer ownership of a workspace
When the owner of aworkspace changes teams, |eaves your organization, or is otherwise no longer the right person to
manage a workspace, you can reassign ownership of the workspace to a different Continuous Delivery for PE user.

Y ou must have root or super user permissions to access the root console and perform this action.

1. Loginto theroot console by selecting Root console from the workspaces menu at the top of the Continuous
Delivery for PE navigation bar or signing in as the root user.

2. Click Workspaces.

L ocate the workspace you wish to reassign and click Reassign wor kspace ﬁ
4, Select the username of the new owner of the workspace, then click Save changes.

Ownership of the workspace is now transferred. The original owner of the workspace is automatically removed from
the workspace. If necessary, the new owner can add the former owner as aworkspace user by navigating to Settings
> Users.

Managing access

Use the user access and management tools in Continuous Delivery for Puppet Enterprise (PE) to ensure that each user
has the access and permissions appropriate to their role on the team, from read-only users to super users.

e Create a user account on page 73
After Continuous Delivery for Puppet Enterprise (PE) has been installed by an administrator on your team, each
person who will use the software must create an individual user account.
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» Adding users and creating groups on page 73

Continuous Delivery for Puppet Enterprise (PE) is built to facilitate collaboration between the members of your team.
Y ou can share resources by adding users to your workspace, and set up groups to manage the permissions granted to
each member of your team.

» Permissions reference on page 75

The table below lists the group permissions available in Continuous Delivery for Puppet Enterprise (PE), along with a
short explanation of each permission's scope.

« Using the root console on page 76

Super users and the root user can access the root console in Continuous Delivery for Puppet Enterprise (PE). Usethe
root console to manage users' account credentials, change super user permissions, configure single sign-on, access al
workspaces associated with the installation, transfer ownership of workspaces, and update your installation's settings.

Create a user account

After Continuous Delivery for Puppet Enterprise (PE) has been installed by an administrator on your team, each
person who will use the software must create an individual user account.

Before you begin

Obtain the Continuous Delivery for PE web Ul endpoint from the administrator on your team who installed the
software.

Point your browser to the Continuous Delivery for PE web Ul endpoint.
On thelogin page, click Create an account.

Fill in the registration form and create a username and password.

Click Sign up.

pw DN pR

Congratulations! Y ou now have a Continuous Delivery for PE account.

View your account credentials by clicking your username at the bottom of the navigation bar.

Adding users and creating groups

Continuous Delivery for Puppet Enterprise (PE) is built to facilitate collaboration between the members of your team.
Y ou can share resources by adding users to your workspace, and set up groups to manage the permissions granted to
each member of your team.

Add a user to a workspace
Adding users to your workspace allows you to collaborate on projects and share account resources such as jobs and
pipelines. Y ou can add usersin the Settings area of the Continuous Delivery for PE web Ul.

Before you begin

Make sure each user you wish to add has signed up for a Continuous Déelivery for PE account. You'll need their
selected username or the email address they used when signing up.

In the Continuous Delivery for PE web Ul, click Settings then click Users.
Click + Add users.
On the Add user s page, enter the username or email address of the user you wish to add to your workspace.

Check the box next to the name of each user you wish to add to the workspace, then click Add usersto
wor kspace.

Repeat these steps to add additional users.

6. When you're finished adding users, click Done to return to the User s screen, where you'll see the full list of users
with access to your Continuous Delivery for PE workspace.

> w NP

o
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Create a new group and set group permissions

Y ou can set up groups to organize users by permission level, job focus, geography, or other criteria. Permissions are
the tasks members of a group can perform in Continuous Delivery for PE, such as adding new control repos, editing
jabs, and deploying code changes. Assign permissions to a group based on that group's function and needs.

1. Inthe Continuous Delivery for PE web Ul, click Settings.
2. Inthe Groupstab, click + Create new group.
3. Enter aname and description for your new group.

Tip: Useaname for your group that describes the group's function or permission level, such as "Read-only users"
or "Module developers.”

A

4. Select the permissions you wish to assign to this group. Group permissions are additive. If auser isamember
of multiple groups, that user is able to perform all of the actions described by all of the permissionsin all their
assigned groups.
Y ou can assign permissions on only a certain subset of the modules in your workspace to a group. To define the
module subset:

a)

CAUTION: Once submitted, group names and descriptions cannot be edited. If you wish to change the
name or description of your group, you must delete the group and recreate it.

In the modul es permissions section, click y next to M odules subset:.
b) Select the modules that you want to include in the subset. When the list is complete, click Save selection.

¢) Select which permissions you wish to give the user group. Y ou can allow the group list, edit, and delete
permissions on al modulesin the workspace or only on your selected subset.

If you create a module subset, but do not assign group any permissions on the subset, the subset will be lost
when you save your permission selections.
For an explanation of the scope of each permission, see the Permissions reference.
5. Click Save and add users.
6. Onthe Add users screen, select the workspace members who you wish to add to this group. Click Add usersto
group.
7. Click Done. Your user group is created, and you are redirected to the group page.
Review the group members and permissions on the group page, where you can also make any needed changes.

- —
If you need to delete a group, first remove al members from the group and then click Remove group .

Remove a user from a workspace
If you wish to remove a user from Continuous Delivery for PE workspace, you can do so in the Settings area of the
Continuous Delivery for PE web UI.

Note: If you remove auser from a Continuous Delivery for PE workspace, that user is automatically removed from
all groups in that workspace.

1. Inthe Continuous Delivery for PE web Ul, click Settingsthen click Users.
2. Inthelist of users, locate the user you wish to remove from your workspace.

3. _
Click Removeuser Y and confirm your action.

4. Repesat these steps to remove additional users from the workspace.
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Permissions reference

The table below lists the group permissions available in Continuous Delivery for Puppet Enterprise (PE), aong with a
short explanation of each permission's scope.

Type Permission Definition

Control repos Create The ability to create new control
repos in Continuous Delivery for PE.

Control repos Delete The ability to delete existing control
repos.

Control repos Edit The ability to edit existing control
repos.

The ability to deploy code.

Control repos List The ability to view all existing
control repos.

Modules Create The ability to create new module
repos in Continuous Delivery for PE.

Modules Delete The ability to delete existing module
repos.

Modules Edit The ability to edit existing module
repos.

Modules List The ability to view all existing
module repos.

Jobs Create The ability to create new jobsin
Continuous Delivery for PE.

Jobs Delete The ability to delete existing jobs.

Jobs Edit The ability to edit existing jobs.

Jobs List The ability to view al existing jobs
and job hardware capabilities.

Jobs Run The ability to run all existing jobs.

Users Edit The ability to add new usersto

Continuous Delivery for PE, and to
remove existing users.

Groups Create The ability to create new user groups.

Groups Delete The ability to delete existing user
groups.

Groups Edit The ability to edit existing user

groups by adding or removing
members and user permissions.

Groups List The ability to view all existing user
groups and their permissions.

Integrations Connect The ability to create new source
control or Puppet Enterprise
integrations.
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Type Permission Definition

Integrations Disconnect The ability to remove existing
source control or Puppet Enterprise
integrations.

Using the root console

Super users and the root user can access the root console in Continuous Delivery for Puppet Enterprise (PE). Use the
root console to manage users' account credentials, change super user permissions, configure single sign-on, access al
workspaces associated with the installation, transfer ownership of workspaces, and update your installation's settings.

To access the root console;

« |f youaretheroot user, signinto Continuous Delivery for PE with the root account credentials established during
installation.

« If you areasuper user, select Root console from the workspaces menu at the top of the Continuous Delivery for
PE navigation bar.

To exit the root console, click the name of aworkspace.

Designate super users

Any Continuous Delivery for PE user except the root user can be designated as a super user. Super users have access
to the root console, where they can reset other users' credentials and delete users. Super users can aso manage
global shared job hardware and designate which users are able to manually approve deployments to protected Puppet
environments.

Y ou must have root or super user permissions to access the root console and perform this action.

1. Loginto theroot console by selecting Root console from the workspaces menu at the top of the Continuous
Delivery for PE navigation bar or signing in as the root user.

2. Click Accounts.

3. Locate the user's name in the list and select the Super User toggle, then confirm your action.

The selected user is now a super user.

Change a user's password

Users can reset their own passwords at any time by clicking For got your passwor d? on the Continuous Delivery for
PE login screen. If you need to update the root user's password, change a user's password on their behalf, or revoke a
user's access to Continuous Delivery for PE, use the root console.

Y ou must have root or super user permissions to access the root console and perform this action.
A CAUTION: Resetting a user's password does not automatically log the user out of Continuous Delivery for

PE. If you reset a user's password in order to revoke their access to Continuous Delivery for PE, remember
that the user can still access their account until their session expires or they log out.

1. Loginto theroot console by selecting Root console from the workspaces menu at the top of the Continuous
Delivery for PE navigation bar or signing in as the root user.

2. Click Accounts.
3. Locate the user whose password you wish to update by searching by username or email address. and click User

settings {}

4. Click Change password. Enter and confirm the new password, then click Change password.

Reset a user's email address
Users can change their own email address at any time by clicking Change email on the Profile page. If you need to
change a user's email address on their behalf, use the root console.

Y ou must have root or super user permissions to access the root console and perform this action.
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1. Loginto theroot console by selecting Root console from the workspaces menu at the top of the Continuous
Delivery for PE navigation bar or signing in as the root user.

2. Click Accounts.
3. Locate the user whose password you wish to update by searching by username or email address. and click User

settings {}

4. Enter the new email address for the user and click Change email.

Delete a user

Use the root console to permanently delete a user from Continuous Delivery for PE. Delete users with caution:
deleting a user also deletes all artifacts that user has created in Continuous Delivery for PE, including workspaces,
pipelines, jobs, integrations, control repos, and module repos.

Y ou must have root or super user permissions to access the root console and perform this action.

1. Loginto theroot console by selecting Root console from the workspaces menu at the top of the Continuous
Delivery for PE navigation bar or signing in as the root user.

2. Click Accounts.

3. .
Locate the user's namein the list and click Deleteuser L .

4. Inthe confirmation pane, confirm that you want to permanently delete the user by entering the user name in the
box and clicking Yes, delete user.

The user and all artifacts associated with that user are permanently deleted from your Continuous Delivery for PE
installation.

Reviewing node inventory

The nodes from all Puppet Enterprise (PE) instances integrated with a workspace are shown on that workspace's
Nodes page. This page gives you a federated view of all the nodes that your workspace deploys code to.

Enabling the Nodes page

In order to display node data, the Nodes page query service listens on port 8888. To make this port available to your
Continuous Delivery for PE instance, upgrade to version 2.0.1 or later of the puppet | abs- cd4pe module.

If the port is not accessible (generally because the module has not yet been upgraded), you'll seean Unabl e t o
connect to the query service on http://<cd4pehost >: 8888>/ quer y messagein theweb Ul.

Using the Nodes page with SSL enabled

If you have enabled SSL for your Continuous Delivery for PE installation, you cannot view the Nodes page using an
HTTP connection. Connect using HTTPS to reach the page.

Firefox users who have enabled SSL and are using a self-signed certificate must add the certificate to the Firefox trust
store.

Customize your node table

The Nodes page shows a list of every node from every PE instance integrated with your workspace, along with basic
information about each node. Y ou can customize your page view to display node facts that are relevant to your work.

By default, the node table displays the following information about each node:
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* Node name

Note: Click the node nameto view all facts for the node and alist of al available PE reports for the node.

« Time since the node's most recent PE report was generated
» Node run status for the most recent Puppet run

» The PE server the node is associated with

e Thevaueof thei paddr ess fact

» Thevaueof theoper at i ngsyst emfact

Y ou can add additional columns showing other fact values to the node table, or remove default columns that do not
meet your needs.

1. Inthe Continuous Delivery for PE web Ul, click Nodes.

2. Click Columns +/- to open the column selector.

3. Toadd anew column, search for the fact value you wish to view and click Add. The fact value appearsin the list
of columns.

4. To determine which columns are shown or hidden, use the checkmarks next to the list of columns to indicate
which columns you want to display.

5. When your column list isready, click Apply. Your changes are reflected in the table.

Testing Puppet code with jobs

Jobs are fully customizable tests for your Puppet code. Y ou can create ajob that runs any sort of test you wish, from
module validation to linting.

Important: Make sure you have set up job hardware and installed any needed software (such as Docker or Puppet
Development Kit) before you attempt add one of these jobs to a pipeline.

What is a job?

In Continuous Delivery for PE, jobs are tests for your Puppet code. Jobs are created and stored in the web Ul, where
you can run them on demand and add them to an automated pipeline that runs tests every time new code is committed
to arepository.

Jobs are fully customizable and can be written to test any aspect of your code. Jobs can be written to take advantage
of Puppet Development Kit (PDK) and other testing tools created and maintained by the Puppet community, such as:

*  rspec-puppet
e onceover
e puppet-lint

e rspec-puppet-facts

It'simportant to be aware of any prerequisites or dependencies needed to run your jobs, and to ensure that your job
hardware has the necessary software, operating systems, and other resources installed before attempting to run the
job.

Pre-built job reference

Continuous Delivery for PE offers users six pre-built Docker-based jobs for testing control repos and modules. These
jobsrun inside a Docker container, and must be run on job hardware on which you've set a Docker capability.
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To add this job to your Continuous Delivery for PE instance, click New job. Fill in the fields indicated with the

information provided, then click Createjob.

Commands: Job

Docker Configuration
Docker Image Name

Job Hardware: Capabilities

Field Content
Job Name control-repo-puppetfile-syntax-validate
Description Validate that a control repo’s Puppetfileis syntactically

correct

rake -f /Rakefile r10k: syntax
Run thisjob in a Docker container
puppet/puppet-dev-tools

DOCKER

Before running this job, configure job hardware and ensure that Docker isinstalled.

Validate the syntax of a control repo's Puppet templates

To add this job to your Continuous Delivery for PE instance, click New job. Fill in the fields indicated with the

information provided, then click Create job.

Commands: Job

Docker Configuration
Docker Image Name

Job Hardware: Capabilities

Field Content
Job Name control-repo-template-syntax-validate
Description Validate that a control repo’ s Puppet templates are

syntactically correct

rake -f /Rakefile syntax:tenplates
Run thisjob in a Docker container
puppet/puppet-dev-tools

DOCKER

Before running this job, configure job hardware and ensure that Docker is installed.

Validate the syntax of a control repo's Hiera data

To add this job to your Continuous Delivery for PE instance, click New job. Fill in the fields indicated with the

information provided, then click Createjob.

Commands: Job

Docker Configuration
Docker Image Name

Job Hardware: Capabilities

Field Content
Job Name control-repo-hiera-syntax-validate
Description Validate that a control repo’ s Hiera datais syntactically

correct

rake -f /Rakefile syntax: hiera
Run thisjob in a Docker container
puppet/puppet-dev-tools

DOCKER

Before running this job, configure job hardware and ensure that Docker isinstalled.
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Validate the syntax of a control repo's Puppet manifest code

To add this job to your Continuous Delivery for PE instance, click New job. Fill in the fields indicated with the
information provided, then click Createjob.

Field Content

Job Name control-repo-manifest-validate

Description Validate that a control repo’ s Puppet manifest codeis
syntactically correct

Commands: Job rake -f /Rakefile syntax: manifests

Docker Configuration Run thisjob in a Docker container

Docker Image Name puppet/puppet-dev-tools

Job Hardware: Capabilities DOCKER

Before running this job, configure job hardware and ensure that Docker isinstalled.

Validate the syntax of a module's Puppet manifest code

To add this job to your Continuous Delivery for PE instance, click New job. Fill in the fields indicated with the
information provided, then click Create job.

Field Content

Job Name module-pdk-validate

Description Validate that a module's Puppet manifest codeis
syntactically correct

Commands: Job pdk validate --parallel

Docker Configuration Run thisjob in a Docker container

Docker Image Name puppet/puppet-dev-tools

Job Hardware: Capabilities DOCKER

Before running this job, configure job hardware and ensure that Docker is installed.

Run rspec-puppet unit tests on a module

To add this job to your Continuous Delivery for PE instance, click New job. Fill in the fields indicated with the
information provided, then click Createjob.

Field Content

Job Name modul e-rspec-puppet

Description Run rspec-puppet unit tests on amodule
Commands: Job pdk test unit

Docker Configuration Run thisjob in a Docker container
Docker Image Name puppet/puppet-dev-tools

Job Hardware: Capabilities DOCKER

Before running this job, configure job hardware and ensure that Docker isinstalled.
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Sample non-Docker-based module jobs

This section lists sample jobs that you can use with Continuous Delivery for PE. These jobs can be entered as-isinto
the New Job creation screen in the Continuous Delivery for PE web Ul, or you can make alterations to suit your
deployment’s needs.

Note: When composing a non-Docker-based job, the $REPO_DI R environment variable can be used to reference the
directory that houses the relevant modul e repo.

Puppet Development Kit validation tests

Use the sample jobs below to validate your module code against PDK. Select the version appropriate to your
operating system.

In order to use this job successfully, you must:

e Install PDK on your job hardware
* Install puppet - agent on your job hardware

Job name Description Commands Capabilities
module-pdk-validate-linux Validate via PDK pdk validate LINUX
modul e-pdk-validate- Validate via PDK powershel | .exe -¢c  WINDOWS
windows "pdk validate"

Puppet Development Kit r spec- puppet tests

Use the sample jobs below to run unit tests on your module code with r spec- puppet . Select the version
appropriate to your operating system.

In order to use this job successfully, you must:

* Install PDK on your job hardware
e Instal puppet - agent onyour job hardware

Job name Description Commands Capabilities
module-pdk-test-unit-linux  Run unit tests via PDK pdk test unit LINUX
modul e-pdk-test-unit- Run unit tests via PDK powershel |l .exe -¢c  WINDOWS
windows "pdk test unit"

Sample non-Docker-based control repo jobs

This section lists sample jobs that you can use with Continuous Delivery for PE. These jobs can be entered as-isinto
the New Job creation screen in the Continuous Delivery for PE web Ul, or you can make alterations to suit your
deployment’s needs.

Note: When composing a non-Docker-based job, the $REPO_DI R environment variable can be used to reference the
directory that houses the relevant control repo.

Syntax validation
Thisjob validates the syntax of everything in your control repo.
In order to use this job successfully, you must:

e Usea*nix host
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e Install puppet - agent onyour job hardware

Job name Description Commands Capabilities
control-repo-validate-linux Validate syntax [See below] LINUX
#!/ bi n/ bash

shopt -s gl obstar null gl ob
green="$(tput setaf 2)"
red="$(tput setaf 1)"
reset="$(tput sgr0)"

for f in **/**pp; do
[[ $f =~ plans/ ]] && conti nue

i f puppet parser validate "$f"; then
echo "${green} SUCCESS: $f${reset}"
el se
echo "${red}FAI LED: $f ${reset}"
failures+=("$f")
fi
done

if (( ${#failuresf@} > 0 )); then

echo "${red}Syntax validation on the Control Repo has failed in the
foll owi ng mani fests:"

echo -e "\t ${failures[@}S{reset}"

exit 1
el se

echo "${green}Syntax validation on the Control Repo has succeeded.
${reset}"
fi

Puppet linter
This job checks the Puppet code in your control repo for programming and stylistic errors.
In order to use this job successfully, you must:

e Usea*nix host
* Install puppet - agent on your job hardware

Job name Description Commands Capabilities
control-repo-lint-linux Lint Puppet code [See below] LINUX
#!/ bi n/ bash

shopt -s gl obstar null gl ob
green="$(tput setaf 2)"
red="$(tput setaf 1)"
reset ="$(tput sgr0)"

sudo /opt/ puppet| abs/ puppet/bin/geminstall puppet-lint || {
echo "${red}Failed to install puppet-lint genf

exit 2
}
LI NT_OPTS=("--fail-on-warnings" "--no-docunentation-check"
"--no-140chars-check" "--no-autol oader | ayout-check" "--no-

class_inherits_from parans_cl ass-check")
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for f in **/**pp; do
[[ $f =~ plans/ ]] && conti nue

i f /opt/puppetlabs/puppet/bin/puppet-lint “"${LINT_OPTS[@}" "$f"; then
echo "${green} SUCCESS: $f${reset}"
el se
echo "${red}FAI LED: $f ${reset}"
failures+=("$f")
fi
done

if (( ${#failuresf@} > 0 )); then

echo "${red}Puppet-lint validation on the Control Repo has failed in the
foll owi ng mani fests:"

echo -e "\t ${failures[@}S{reset}"

exit 1
el se

echo "${green}Puppet-lint validation on the Control Repo has succeeded.
${reset}"
fi

Key concepts

* Working with Git branches in Continuous Delivery for PE on page 83

Continuous Delivery for PE is designed to watch for Puppet code changes you make in Git and help you deploy those
changes to your environment node groups. Y ou and Continuous Delivery for PE work together, so it's important to
understand what to do in Git, and what Git work Continuous Delivery for PE handles for you.

» Understanding the Continuous Delivery for PE workflow on page 85

Continuous Delivery for Puppet Enterprise (PE) enables you to deliver change to your organization's infrastructure-
as-code. Use the workflow outlined here to devel op and deploy changes with Continuous Delivery for Puppet
Enterprise (PE).

» Using the feature branch workflow on page 87

Use the feature branch workflow to safely and efficiently move new code from an isolated development environment
through initial testing and validation and then into your organization's staging, review, and promotion to production
process. This guide provides an outline of this core Continuous Delivery for PE workflow; adapt the steps as needed
to meet your team's requirements and best practices.

Working with Git branches in Continuous Delivery for PE

Continuous Delivery for PE is designed to watch for Puppet code changes you make in Git and help you deploy those
changes to your environment node groups. Y ou and Continuous Delivery for PE work together, so it's important to
understand what to do in Git, and what Git work Continuous Delivery for PE handles for you.

Continuous Delivery for PE automates management of Git branches for Puppet environments, letting you focus on
Git workflows for devel oping and deploying changes to your code.

Y ou and your team own the master branch in Git, as well as any other devel opment-focused branches you create, such
asfeature, hotfix, or release branches. In simple Git workflows, the master branch is designated as the branch to file
pull requests against, tag releases off of, and treat as the leading edge of new development.

It isalso your responsibility to create new environment branches when you first set up environment node groups.
Environment branches are long-lived Git branches used to control which version of code is made availablein
corresponding Puppet environments. Continuous Delivery for PE owns environment branches after they're created,
deploying changes to them and keeping them up to date. Y ou and your team won't make changes to these branches
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directly, because manual changes to environment branches get overwritten whenever an automated deployment
OcCurs.

While you focus on making commits to master and getting pull requests merged, Continuous Delivery for PE works
in your environment branches on your behalf, making sure your commits or changes are tested, deployed, and
promoted to your environment node groups in accordance with the control repo pipelines you create and your manual
deployment directives.

Continuous Delivery for PE also uses asmall set of Git branches for bookkeeping, which are not part of the
standard Git process. These branches are visible to users, but should be protected so that users cannot modify them.
Continuous Delivery for PE manages these bookkeeping branches automatically.

Organizing Puppet content in your source control repository

Most of the Puppet content that developers interact with isinfrastructure-as-code, which is versioned and committed
to a Git source-control repository.

When using Continuous Delivery for PE, every Git repository, regardiess of itstype or contents (control repo or
module), works the same way and has the same key components:

« A nast er branch that tracks the latest developing code
« Tagsto identify meaningful code versions
« Short-lived "feature" branches that are created and deleted as part of the code development lifecycle

Tip: Most "Git 101" tutorials describe how to interact with standard Git repositories of thistype, and provide an
overview of the basic branching and merging process.

Control repos

A control repo isahub for Puppet configuration content. In its purest form, that's all it is. More typically, however,
the control repo serves as a hub for modularized content, and also contains some directly embedded content.
Typically, the embedded content includes the "role" module, the "profile" module, and Hiera data. (In a pure control
repo, this content is modularized rather than embedded.)

The control repo contains a Puppetfile. The Puppetfile is the switchboard or ledger that makes the control repo a
hub. It isafile that enumerates all of the modular content Puppet will incorporate and make available. Reading the
Puppetfile should convey a good sense of all the Puppet content being used at a given site or Puppet implementation.

Depending on how much content has been embedded in the control repo, it might also contain a small handful of
Puppet configuration files, and possibly some directories for the embedded content.

Puppet module repos

A Puppet moduleis acollection of content laid out in a particular way. A module can contain desired state code,
Bolt tasks or plans, Puppet extensions, or avariety of other things. The module is the standard content container for
everything Puppet.

Puppet knows how to consume modules automatically, provided they are placed somewhere in itsnodul epat h.

Other "non-module" repos

It's sometimes useful to partition off certain types of Puppet for development purposes, even if the content is not
technically a Puppet module. The prime example of thisis Hiera data. Hiera data can be kept in a dedicated Git
repository and evoked by the control repo using the Puppetfile, just like any standard Puppet content.

Other use cases for carving off non-module Git repositories exist, but they are rare. The commonality isthat al such
content will be committed to a Git repository and be referenced in the control repo’s Puppetfile.

Puppet typically doesn't consume non-module content automatically, and correct consumption of this content requires
some kind of configuration in one of the control repo’s configuration files.
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Understanding the Continuous Delivery for PE workflow

Continuous Delivery for Puppet Enterprise (PE) enables you to deliver change to your organization's infrastructure-
as-code. Use the workflow outlined here to devel op and deploy changes with Continuous Delivery for Puppet
Enterprise (PE).

Tip: Before you begin, review Working with Git branches in Continuous Delivery for PE.

Workflow phase 1: Developing changes

The high-level process for developing a change is always the same regardless of whether the content isin the control
repo, amodule repo, or a non-module repo. The change devel opment process is driven through Git.

Here's the high-level process for developing a change:

1. Using Git, create afeature branch from the mast er branch. This feature branch is where you'll develop your
change.

2. Work on your change. Edit files, run tests, and do anything else necessary in order to realize, in code, the change
you want to make. The details of what files you edit and how you test your change locally will vary depending on
which kind of content you're working on.

3. Using Git, commit al the files you've changed to your feature branch. Y ou may be committing frequently as you
iterate, or you may not commit until you're fully satisfied with your work. How much you like to involve (or not
involve) Git in your process up to this point istotally up to you.

4. Submit a pull/merge request to have your feature branch merged into nast er .

5. Assuming whatever CI or process requirements your organization uses are satisfied, you or someone else merges
your feature branch into nast er . Once the merge is complete, your change is now available and ready to be put
on the path to production, and you can safely delete your feature branch.

At this point your change is finished, asit has been merged into the mast er branch. Note that a finished change
is not the same as a deployed change; a finished change is a change ready to be tested and deployed using the
deployment process described below.

A note on continuous integration

When you submit a pull/merge request against a Puppet content repo (a control repo, a module repo, or a non-module
repo), the continuous integration (Cl) pipeline configured in Continuous Delivery for PE for that content repo runs
and reports back success/failure resultsin your pull/merge request.

Pipelinesin Continuous Delivery for PE are not cleanly separated into Cl and CD. Instead, you seeasingle
contiguous pipeline. However, it isafair approximation to say that everything in a Continuous Delivery for PE
pipeline that occurs before a special marker called the Pull Request Gate is the CI portion of the pipeline, and is
(usually) focused on validating that proposed changes pass requisite acceptance tests or governance requirements.

The ClI portion of a Continuous Delivery for PE pipeline therefore aids the devel opment workflow.

Workflow phase 2: Deploying changes
Once a proposed change has been merged into the mast er branch of a Puppet content repo, the new content version
(inthemast er branch) containing the change needs to be deployed.

In broad terms, to deploy a change means to select a version of content, select atarget environment, and cause the
selected change to take effect in the selected environment.

In Continuous Delivery for PE, this process looks like:

1. Pick aversion.

2. Pick atarget environment.

3. Optionally, set some deployment parameters.
4, Click "Deploy."
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A version isany commit in the history of the mast er branch. There are no chronological requirements for picking
aversion to deploy. Deploying a version will neither change the contents of the mast er branch nor affect it in any

way.

Environments

An environment is atarget set of nodes to which content versions can be deployed. Environments are configured
using Environment Node Groups in the PE console.

Note: See Create environment node groups for more information.

Per the definition of deploying above, environment node groups need to be configured as a prerequisite to deploying
any content versions. At a minimum, the environment you want to target must be defined as an environment node
group.

Some basic characteristics of defining environment node groups:

» Each node can only belong to a single environment node group.
« The environment node group can be named anything that makes sense to your organization.
« The environment node group must be assigned a "Puppet environment."

» Thefunctional importance of a"Puppet environment" relates to how Continuous Delivery for PE performs
bookkeeping of the environment's content in Git (using the bookkeeping branches mentioned earlier).

« Each environment node group should be assigned a unique "Puppet environment™ value. This ensures simple
bookkeeping and that change deployments do not affect nodes they are not supposed to.

Deploying changes from control repos
The basic process:

1. Pick aversion.

2. Pick atarget environment.

3. Optionally, set some deployment parameters.

4. Click "Deploy."

Because a control repo contains a Puppetfile, which is the switchboard or ledger to which all modularized content is

attached, how that modularized content is deployed in atarget environment depends on the Puppetfile deployed to
that environment.

Modularized content can be attached to a Puppetfile statically, such that the modularized content cannot be
independently deployed or updated, or the content can be attached dynamically, so that the modularized content can
be deployed independent of the control repo using a different Continuous Delivery for PE pipeline or deployment
action.

If modularized content is defined statically in the Puppetfile, the only way to update it is to develop a change to the
control repo itself, which modifies the Puppetfile to update the static module, and then deploy that change to the
control repo.

Deploying changes from module repos
The basic process:

1. Pick aversion.

2. Pick atarget environment.

3. Optionally, set some deployment parameters.

4. Click "Deploy."

Theinverse of the note about control repos above is that to be able to deploy module changes this way, the control
repo version deployed to the target environment must have a Puppetfile that attaches this modularized content
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dynamically. If the target environment does not have such a Puppetfile, it is not possible to independently deploy the
module changes.

Pipelines, or the path to production

Many organizations have a semi-linear sequence of target environments to which a change will be deployed—a
sequence which terminates at the highest-value target environment. Thisfinal target is frequently called "production.”

A pipelinein Continuous Delivery for PE is automation reflecting this sequence of deployments. It isa progression
of deployments (and other actions) which, when triggered, will run in a defined manner, pausing, terminating, or
continuing after each step as configured to by the pipeline creator.

The pipeline can contain many kinds of actions besides deployments. As mentioned in the "note on continuous
integration" section above, thefirst part of a Continuous Delivery for PE pipeline up until the special Pull Reguest
Gate step istypically Cl validation and testing actions, rather than deployment actions. Deployment actions will
usualy not be placed in the pipeline until after this step.

The continuous element of a pipelineisin reference to what triggersit, or when it is run. Pipelinestypically start
automatically as soon as anew change has been merged to the mast er branch of a content repository.

Deployment pipelines typically deploy validated changes automatically up to some level lower than "production,” but
pause or wait for human approval before continuing to run and deploy to more sensitive, higher-tiered environments.

Using the feature branch workflow

Use the feature branch workflow to safely and efficiently move new code from an isolated development environment
through initial testing and validation and then into your organization's staging, review, and promotion to production
process. This guide provides an outline of this core Continuous Delivery for PE workflow; adapt the steps as needed
to meet your team's requirements and best practices.

Part 1. Develop and test code changes
Thefirst phase of the feature branch workflow focuses on writing new code in a feature branch, then testing and
validating that code.

Before you begin
Create aregex branch pipeline for the control repo or module repo you' re working on. This pipeline can be as ssimple
or complex as you need it to be, but at minimum it must;

e Usecommits as a pipeline trigger
« Contain adeployment using the feature branch deployment policy

We also strongly advise including jobs that perform syntax validation tests in your regex branch pipeline before the
deployment stage. Here's a sample regex branch pipeline as it appearsin the web Ul:
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Pipelines Manage pipelines

regex v
Pipeline trigger: Pull Request, Commit
Lint/Parser validation

(@ Job - control-repo-puppetfile-syntax-validate

[ﬁ Job - control-repo-template-syntax-validate

Auto promote: All succeeded Promote g

Deploy feature environment

._‘ Policy: Feature branch policy
Instance: cdpe-delivery
Environment: n/a

Here' s what the pipeline above looks like when expressed as code:

pi pel i nes:
/feature_.*/:
triggers:
- "PULL_REQUEST"
- "COW T"
st ages:
- nane: "Lint/Parser validation"
st eps:
- type: "JOB"
nane: "control -repo-puppetfil e-syntax-validate"
concurrent _conpilations: 0
al | _depl oynents: false
- type: "JOB"
nane: "control -repo-tenpl at e-synt ax-val i date"
concurrent _conpilations: 0
al | _depl oynents: fal se
auto_pronote: "all _succeeded"
- nanme: "Deploy feature environnent'
st eps:
- type: "DEPLOYMENT"
nane: "Feature branch depl oynent on cdpe-delivery"
policy:
nane: "cd4pe_depl oynents: : feature_branch"
concurrent _conpilations: 0
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al | _depl oynents: false
pe_server: "cdpe-delivery"
aut o_pronote: false

1. Inyour source control system, navigate to the control repo or module repo you want to update.

2. Create afeature branch. Make a new branch based on the master branch and name it
f eat ur e_<BRANCHNAME>, substituting a relevant ticket number, fix description, or feature name for
<BRANCHNANME>.

Continuous Delivery for PE automatically recognizes feature branches by their names. By default, the software
usesf eat ure_. * astheregular expression that triggers regex pipelines, so it’simportant to give your feature
branch thef eat ur e_ prefix.

Tip: If you need to use a different naming convention for your control repo or module repo’ s feature branches,
you can change the regular expression in the web Ul by clicking M anage pipelines.

3. Onyour feature branch, make your code changes.

4. When your work is complete, commit the changes to the feature branch and push the commit to your source
control system. This commit triggers your regex branch pipeline. Y ou can monitor the pipeline's progressin the
web Ul.

When your pipelineistriggered, Continuous Delivery for PE runs any jobs and impact analysis tasks you've set
up. If the promotion conditions set in your pipeline are met (if al the jobs succeed, for example), the pipeline
starts a feature branch deployment.

How does a feature branch deployment work? Using Code Manager, Continuous Delivery for PE deploys the
code in your commit to a Puppet environment with the same name as the branch that triggered the pipeline. If an
environment with this name doesn't already exist (asis most likely the case), Continuous Delivery for PE creates
it.

5. When the feature branch deployment is complete, run Puppet on atest node, specifying the special environment
created by Continuous Delivery for PE. This Puppet run will apply your changes to the test node so you can
review them. Y ou can run Puppet from the command line or from the PE console:

a) From thecommand line: Run puppet job run --nodes <TEST_NODE NAMVE> - -
envi ronment <f eat ur e_ BRANCHNAME>

Tip: For more onthe puppet j ob run command, see Running Puppet on demand from the CLI.

b) From the PE console: Navigate to the Run Puppet page and create ajob with the following settings:

» Job description: Enter a description for your test run

* Environment: Select Select an environment for nodesto run in and choose the environment that matches
your feature branch name

» Schedule: Now
¢ Run Mode: Leave these options unchecked
* Inventory: Select Node list and add the name of your test node

Click Run job.

6. When the Puppet run is complete, navigate to your test node and review your changes. If further work is needed,
repeat steps 3 through 5 until your code is ready for deployment to production.

When you're satisfied with your new code, move on to Part 2: Review and mergeto production.

Part 2: Review and merge to production

In the second phase of the feature branch workflow, the new code is reviewed and merged to the master branch, then
deployed to production. Along the way, Continuous Delivery for PE provides checks and safeguards to ensure new
code isonly sent to production nodes when it has been fully vetted.
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Before you begin
Make sure your master branch pipeline uses pull requests as a pipeline trigger and includes a PR gate.

1. Inyour source control system, create a pull request from your f eat ur e <BRANCHNAME> branch to the master
branch.

Note: If you're aGitLab user, you might be more familiar with the term "merge request” than "pull request.”
Although the two terms refer to the same concept and can be used interchangeably, for the sake of simplicity and
consistency, the Continuous Delivery for PE web Ul and these instructions use the term "pull request” (PR).

2. The pull request triggers arun of your master branch pipeline, which tests your PR code against the jobs and
impact analysis report tasks included in the pipeline before the PR gate. Y ou can monitor the pipeline's progressin
the Continuous Delivery for PE web Ul.

The success or failure of each stage of the pipelineis also displayed on the pull request's page in your source
control system.

3. The appropriate stakeholders on your team can now review the results of the jobs and impact analysis reports
generated by the pipeline. If the PR is approved, merge it into the master branch.

Note: After the PR ismerged, you can safely delete the f eat ur e <BRANCHNANME> branch you've been using
from your source control system.

Merging the PR (which your version control system views as a commit to the master branch) automatically re-
triggers the master branch pipeline. The pipeline starts over from the top, re-running all the jobs and impact
analysis tasks and making sure the newly updated master branch code is fully tested and vetted.

Since this pipeline run was triggered by a commit, the pipeline proceeds past the PR gate and performs any tasks
included in the pipeline after the PR gate, such as additional jobs or deployment to a staging environment.

4. Oncethe code is deployed to a staging environment, perform additional testing by running Puppet against test or
staging nodes, specifying the staging environment. The scope of this testing should be determined by your team or
company best practices.

5. When testing is complete and the code changes have been approved, promote the code to the production
environment.

In most cases, the master branch pipeline does not auto-promote to a deployment to the production environment.
A stakeholder must click Promote in the pipeline to trigger the final stage. This kicks off a deployment to the
production environment.

However, if the production environment is a protected environment, the deployment requires review and approval
from amember of a designated approval group before it can proceed. The deployment remains in a pending state
until an approval decision is provided.

Note: See Require approval for deployments to protected Puppet environments for more information on setting
up approval groups.

6. Finaly, if necessary, run Puppet to apply the new code to the nodes in your production environment. Depending
on which deployment policy you've used, a Puppet run might be included in the deployment Continuous Delivery
for PE performs. Otherwise, you can trigger Puppet manually, or wait for the next scheduled Puppet run.

When the Puppet run is complete, your code changes are officially deployed to production.

Constructing pipelines

Pipelines enable the "continuous" in Continuous Delivery for Puppet Enterprise (PE). Constructing a pipeline means
defining the work that needs to happen to make sure every new line of Puppet code is ready for deployment. Once
your pipelineis set up, thiswork happens automatically each time the pipelineis triggered.

© 2024 Puppet, Inc., a Perforce company



continuous-delivery | Constructing pipelines | 91

Stages and tasks

Pipelinesin Continuous Delivery for PE are made up of stages and tasks. Tasks include deployments, impact
analyses, and jobs to test code; stages group tasks into a series of sequential phases.

If you want to set up some logic of the "if this job succeeds, then run the next one, otherwise stop and tell me what
happened,” variety, use stages to break up the pipeline into a series of incremental steps. Y ou can set your pipeline to
reguire manual promotion before moving on to the next stage, or to promote automatically when certain conditions
are met.

Building and managing pipelines: web Ul or code?

Y ou have two options when deciding how to build and manage your pipelines: using the controls in the web Ul, or
defining pipelinesinaYAML file.

« Building a pipeline with the web Ul is the simplest method for building and managing pipelines. The web Ul
controls allow you to more easily make iterative changes.

« Building a pipeline as code is more complex, but ideal if you need arecord of changesto your pipeline over time,
or if you want to avoid hand-creating similar pipelines for many control repos or modules. Using the pipelines-
as-code method also lets you commit changes to your pipeline alongside changes to your Puppet code that will
necessitate a new pipeline definition.

Important: You can't use amixture of the two methods within a single control repo or module. User controls are
disabled for pipelines that are managed as code.
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Managed in the web Ul

Pipelines Manage pipelines
master v + ]

Pipeline trigger: Commit

Code Validation stage

(@ Job - control-repo-puppetfile-syntax-
validate

(@ Job - control-repo-template-syntax-
validate

[V Auto promote

Promote )

All succeeded v

Deployment stage es
4 Policy: deployments:.rolling

Instance: cdpe-delivery g
Environment: production

+ Add stage
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Constructing pipelinesin the web Ul on page 93

Build and manage pipelines for your control repo or module in the Continuous Delivery for Puppet Enterprise (PE)
web Ul using the tools built into the interface. If you complete the tasks on this page in the order presented, you'll set
up and learn to use a basic pipeline.

Constructing pipelines from code on page 96

Managing your pipelines with code, rather than in the web Ul, lets you maintain arecord of pipeline changes over
time. When you el ect to manage pipelines with code, a. cd4pe. yam file with the pipelines definitions for a
control repo or moduleis stored in your source control system alongside the Puppet code for that control repository or
module.

Constructing pipelines in the web Ul

Build and manage pipelines for your control repo or module in the Continuous Delivery for Puppet Enterprise (PE)
web Ul using the tools built into the interface. If you complete the tasks on this page in the order presented, you'll set
up and learn to use a basic pipeline.

Create a pipeline

Set up a pipeline to enable automatic testing of newly added code by adding stages and jobs in the Continuous
Delivery for PE web UI.

1

In the Continuous Delivery for PE web Ul, click Control repos. Click the name of the control repo you wish to
set up a pipeline for.

Continuous Delivery for PE automatically creates a pipeline for the branch you selected when setting up the
control repo (the master branch). Y ou'll see this branch name at the top of the Pipelines area of the web UI.

Tip: You can also set up pipelines for other branchesin thisrepo, in order to automatically run tests on the code
changes that Continuous Delivery for PE makes on your behalf. To create a pipeline for a different branch, click
- N

Add pipeline @ Y ou can undo this action with Delete pipeline w.

Every pipeline needs at least one stage. Click + Add stage and select Jobs.

Select ajob from thelist, and click Add stage. Y our job is added to the pipeline. Click Done.

If you need to run a single test on your new code, your pipeline can be this simple. But if you wish to add
additional tests, you can either add them to the existing stage by clicking Add job, or create another stage.

Create a second stage in your pipeline by clicking Add another stage and selecting Job. Select ajob from the list
and click Add stage, then Done.

Tip: If youwish to remove or reorder the stagesin your pipeline, click More actions oo . Todeletedl stagesin
— N
apipeline and start fresh, click Delete pipeline w.
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5. You now have atwo-stage pipeline with a promotion step between the stages. Select Auto promote and choose a
promotion condition from the options.

The promotion condition you select tells the pipeline what to do at the end of the pipeline stage. The available
permission conditions, listed from most to least restrictive, are:

« All succeeded: The pipeline moves on to the next stage only if al the stepsin the current stage finish with a
"succeeded" or "done" status.

« All completed: The pipeline moves on to the next stage if all the stepsin the current stage finish with a
"succeeded,” "done," or "failed" status. The pipeline does not move on if any step in the current stage is
canceled.

» Any succeeded: The pipeline moves on to the next stage if at least one of the stepsin the current stage finishes
with a"succeeded” or "done" status.

* Any completed: The pipeline moves on to the next stageif at least one of the steps in the current stage finishes
with a"succeeded," "done," or "failed" status. The pipeline does not move on if al stepsin the current stage
are canceled.

Y our pipelineisready for use.

Create a regex branch pipeline
Most pipelines are associated with a single branch in your control repo or module repo. A regex branch pipeline
is configured to recognize and act on changes to any branch on your control repo or module repo that has a name
matching the regular expression you set.

A regex branch pipeline lets you use asingle pipeline for all the feature branches you and your team create and
destroy in the process of developing new code. When you create a commit or pull request to a feature branch whose
name uses the naming convention you've established for your regex branch pipeline, Continuous Delivery for PE
automatically runs the regex pipeline.

1. Inthe Continuous Delivery for PE web Ul, navigate to a control repo or module repo.
2.
Click Add pipeline @
3. Inthe Add pipeline window, select Branch regex.
Only one regex branch pipeline can be created for each module repo or control repo. If you don't see the option to
select Branch regex at the top of the window, aregex branch pipeline already exists for this repo.
4. Enter the regular expression that your regex branch pipeline will use to recognize feature branches that should

trigger pipeline runs. The default regular expressionisf eat ur e_. *. If you use the default regex, your feature
branches must use af eat ur e_ <BRANCHNAME> naming convention.

Tip: All members of your team must use this naming convention when creating feature branches in order for their
changes to trigger the regex branch pipeline. We strongly recommend using the default regular expression or one
that's similarly simple and memorable.

5. Click Add pipeline. The regex branch pipelineis created.

6. Optional. To adjust the settings for your regex branch pipeling, click M anage pipelines. On this screen, you can
set whether your regex branch pipeline will be triggered by commits, pull requests, or both.

7. Build out your pipeline by adding jobs, impact analysis tasks, and deployments.

Y ou now have a pipeline configured to run in response to trigger conditions on any branch named with the naming
convention you've selected.

Test code automatically with a pipeline

Every time you commit new code to your development or master branch, the pipeline runs the jobs you've set up to
test the code and reports any errors or failures.

1. Toseethe pipelinein action, make atrivial change (such as adding a new line to the README file) in the master
branch of your control repo. Commit your change.
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2. Inthe Continuous Delivery for PE web Ul, click Control repos, then click the name of the control repo you just
committed code to.

3. The Events area now shows you the push event initiated by your code commit, and an entry for each job in
your pipeline. The jobs report their status here, and update to show their success or failure when the job runis
complete.

Each event summary includes alink to the commit in the control repo. Job events also include ajob number;
clicking on this number takes you to the Job details page, where you can see the job's log for its run and review
€rror messages.

Test pull requests automatically

When "pull request” is enabled as a pipeline trigger, your pipeline automatically tests new code each time a pull
request is opened against the relevant branch. By setting up a PR gate in the pipeline, you can ensure that the relevant
tests run on the new code, but stop the pipeline before it proceeds to further tests or a deployment.

Note: If you're a GitLab user, you might be more familiar with the term "merge request” than "pull request.”
Although the two terms refer to the same concept and can be used interchangeably, for the sake of simplicity and
consistency, the Continuous Dédlivery for PE web Ul and these instructions use the term "pull request” (PR).

1. Addapull request (PR) gate to your pipeline. A PR gate indicates that any pipeline runs triggered by a pull
regquest stops at a certain point in the pipeline. This allows you to automatically run acceptance tests on new pull
reguests, but to manage additional testing or deployment of the new code manually based on the results of the
initial automated tests.

a)
In your pipeline'sfirst stage, click More actions oo . Click Add item to stage, and select Pull request gate.
b) Click Add PR gate. When the gate has been added, you'll see a success message. Click Done.

Important: You can add only one PR gate to a pipeline. If you decide to move the placement of a PR gate,
delete the existing gate and create anew onein the desired stage.

2. Toseethe PR gatein action, switch to abranch in your control repo other than master. Make atrivial change
(such as adding a new line to the README file) in your control repo, and commit your change, then open a pull
reguest against the master branch for this commit.

Remember: The pull request must be made against the branch the pipelineis set up to usein order to trigger the
pipeline.

3. Inthe Continuous Delivery for PE web U, click Control repos, then click the name of the control repo you just
committed code to.

4. The Eventsarea now shows you the pull request event initiated by your code commit, and an entry for thejob in
your pipeline that precedes the PR gate. Note that the job in the pipeline's second stage, beyond the PR gate, has
not been triggered.

Deploy code automatically with a pipeline

Y ou can use a control repo pipeline to automatically deploy new code to a specified set of nodes every time a commit
is made.

1. Inthe Continuous Delivery for PE web Ul, click Control repos. Click the name of the control repo you've created
apipdinefor.

2. Click + Add stage.

In the Add new stage window, select Deployment.

4. Select your Puppet Enterprise instance and the node group you wish to deploy changesto every time this pipeline
runs.

w
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5. Select adeployment policy. For purposes of this getting started guide, select Direct deployment policy.

See Deployment policies to learn more about the four deployment policies and how they work.

6. Optional: Set termination conditions for this pipeline's deployments, and choose the number of nodes that can fail
before the deployment is stopped.

7. Click Add Stage and close the Add new stage window. Y our new stage, showing the details of the deployment, is
added to the pipeline.

8. To seethe pipelinein action, make atrivia change (such as adding a new line to the README file) on the master
branch of your control repo. Commit your change.

The control repo Events area now shows you the push event initiated by your code commit, and a deployment
event. The deployment reports its status here, and updates to show its success or failure when the deployment is
complete.

Each event summary includes alink to the commit in the control repo. Deployment events also include a
deployment number; clicking on this number takes you to the deployment's detail s page, where you can see more
information.

9. You can run the same deployment again from the web Ul by retriggering the webhook. In the Events area, locate
the push event you wish to rerun, and click View webhook.

The webhook's request and response data is shown in the Webhook data pane, which can be useful for
troubleshooting.

10. Click Redeliver webhook, and confirm your action. The Events area now shows the new event triggered by the
redelivery of the webhook.

Note: If you've made changes to your pipeline since the last time this webhook was delivered, the redelivered
webhook follows the current pipeline's sequence and rules.

Constructing pipelines from code

Managing your pipelines with code, rather than in the web Ul, lets you maintain arecord of pipeline changes over
time. When you el ect to manage pipelines with code, a. cd4pe. yam file with the pipelines definitions for a
control repo or moduleis stored in your source control system alongside the Puppet code for that control repository or
module.

« Configuring your pipelines for management with code on page 96

To begin managing your existing pipelines with code, or to create new pipelinesusing a. cd4pe. yanl file, follow
the instructions on this page appropriate to your circumstances.

e Structuring a.cd4pe.yaml file on page 98

When managing your pipelines with code, the pipeline definitions are expressed in a structured format and stored in a
filenamed . cd4pe. yam , whichiskept in your control repo or module repo.

Configuring your pipelines for management with code

To begin managing your existing pipelines with code, or to create new pipelinesusing a. cd4pe. yam file, follow
the instructions on this page appropriate to your circumstances.

Have you added your control repo Doyou havea. cd4pe. yan file Follow theseinstructions
or moduleto Continuous Delivery  containing the pipeline definitions

for PE? you want to use?

yes not yet Convert your existing pipelinesto
code

yes yes Update your pipelines using a new

. cd4pe. yan file
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Have you added your control repo  Doyou havea. cd4pe. yan file Follow theseinstructions
or moduleto Continuous Delivery  containing the pipeline definitions
for PE? you want to use?

not yet yes Create new pipelinesusing a
. cd4pe. yan file

Convert your existing pipelines to code
If you've created pipelines using the Continuous Déelivery for PE web Ul, but now want to manage those pipelines
with code, Continuous Delivery for PE will render your existing pipelinesin YAML format.

Before you begin
Add acontrol repo or module to Continuous Delivery for PE and set up a pipeline. For instructions, see steps4 and 5
of Getting started with Continuous Delivery for PE.

1. Inthe Continuous Delivery for PE web Ul, navigate to the control repo or module whose pipelines you want to
manage with code.

At the top of the Pipelines section, click M anage pipelines.

Select Manage as code. Continuous Delivery for PE displays your pipdinesin YAML format.
Copy the YAML code by scrolling to the bottom of the code block and clicking Copy to clipboard.
Create anew filenamed . cd4pe. yam and paste the YAML codeinto it.

o~ wD

Important: Thefilemust be named . cd4pe. yam .

6. Savethenew . cd4pe. yan filetotheroot directory of your control repo or module, and commit the change in
your source control system.

You can savethe. cd4pe. yam filetowhichever branch you prefer. In the next step, you'll tell Continuous
Delivery for PE where to look for the file in your source control system.

7. Inthe Continuous Delivery for PE web Ul, in the Select branch area, select the branch to which you saved the
. cd4pe. yan file.

8. Click Save settings.
Continuous Delivery for PE now reads the contents of your . cd4pe. yani file before every pipeline run, and uses

the YAML code to render the pipelines definitions in the web Ul. Because you're managing your pipelines with code,
the pipeline controls in the web Ul are disabled.

Update your pipelines using a new . cd4pe. yani file
If you've created pipelines using the Continuous Delivery for PE web Ul, but now want to update those pipelines to
use new definitionshoused ina. cd4pe. yam file, you can do so by saving the file to your control repo or module.

Before you begin
You'll need aproperly formatted . cd4pe. yam file containing the definitions of the pipelines you want to create.
For moreon . cd4pe. yam file syntax, see Structuring a .cd4pe.yaml file.

1. Adda. cd4pe. yam file containing the definitions of the pipelines you want to create to the root directory of
your control repo or module. Commit the file to your source control system.

You can savethe. cd4pe. yam filetowhichever branch you prefer. Later, you'll tell Continuous Delivery for
PE where to look for the file in your source control system.

2. Inthe Continuous Delivery for PE web Ul, navigate to the control repo or module whose pipelines you want to
manage with code.

At the top of the Pipelines section, click M anage pipelines.

Select Manage as code.

In the Select branch area, select the branch to which you saved the. cd4pe. yam file
Click Save settings.

S e
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Continuous Delivery for PE now reads to contents of your . cd4pe. yam file before every pipeline run, and uses
the YAML codeto render the pipelines definitions in the web Ul. Because you're managing your pipelines with code,
the pipeline controls in the web Ul are disabled.

Create new pipelines using a. cd4pe. yam file

Y ou can create pipelines with code for a brand-new control repo or module in Continuous Delivery for PE. If a

. cd4pe. yanl fileexistsinyour control repo or module when it isfirst added to Continuous Déelivery for PE, the
software will detect thisfile and ask if you want to use it to build and manage your pipelines.

1. Adda. cd4pe. yam fileto theroot directory of your control repo or module on the master branch. Commit the
file to your source control system.

2. Add the control repo or module to Continuous Delivery for PE.
For instructions, see steps 4 and 5 of Getting started with Continuous Delivery for PE.

3. When adding the control repo or module, Continuous Delivery for PE will detect the. cd4pe. yani file and ask
if you want to use it to build and manage your pipelines. Click Confirm.

Continuous Delivery for PE now reads to contents of your . cd4pe. yam file before every pipeline run, and uses
the YAML code to render the pipelines definitions in the web Ul. Because you're managing your pipelines with code,
the pipeline controls in the web Ul are disabled.

Stop managing your pipelines with code
If you want to stop managing your pipelineswitha. cd4pe. yam file, and return to using the pipeline controlsin
the web Ul, use the M anage pipelines control to make the switch.

1. Inthe Continuous Delivery for PE web Ul, navigate to the control repo or module whose pipelines you are
currently managing witha. cd4pe. yam file.

2. Atthetop of the Pipelines section, click Manage pipelines.

3. Select Managein the web Ul and make any needed adjustments to your pipeline settings.

4. Click Save settings.

The pipeline controlsin the web Ul are enabled. Your . cd4pe. yam fileisnow ignored by Continuous Delivery
for PE, and al pipeline changes must be made in the web UI.

Tip: Toavoid confusion, removethe. cd4pe. yam file from your control repo or module.

Structuring a . cd4pe. yani file

When managing your pipelines with code, the pipeline definitions are expressed in a structured format and stored in a
filenamed . cd4pe. yam , whichiskept in your control repo or module repo.

Your . cd4pe. yan file must usethis structure:

e spec_versi on - Theversion of the pipelines-as-code file specification you've used to write this YAML file.
Currently, only one specification version, v1, isavailable.

« confi g - Pipeline configuration settings for the control repo or module repo as awhole.
e pi pel i nes - The names of the pipelines you're creating.

e triggers - What source control activities the pipeline will listen for.

e st ages - The parts of the pipeline, and how the pipeline run will advance (or pause and wait for instructions)
based on the results of each part.
* st eps - All the details about the exact work the pipeline will perform.

Here's an example of acomplete. cd4pe. yam filefor acontrol repo. This file describes pipelines for two branches
(amaster branch and aregex branch).

spec_version: vl

config:
enabl e_pull _requests _fromforks: false
depl oynent _policy_branch: production
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true

- pull _request

- conmt

st ages:

- nane: "Lin
aut o_prono
st eps:

- type:
nane:

- type:
nane:

- name: "Dep
st eps:

- type:
pe_ser
policy

mast er :
triggers:
- pull _reque
- conm t
st ages:

- nane: "Lin
aut o_prono
st eps:

- type:
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type: node_group

node_group_id: fcda068f-e499-44ef-81f 2- 255f c487b2e2
pe_server: cdpe-delivery
par anmet er s

noop: true

max_node failure: 50

canary_size: 4

Using a. cd4pe. yam file with a module
A . cd4pe. yani filefor amodulelooks almost identical to one for a control repo, with afew important exceptions:

1. If the module pipeline includes an impact analysis step, you must include a pointer to the control repo used in the
deployment associated with the impact analysis task.

2. Ifthe. cd4pe. yam fileincludes aregex branch pipeline using the feature branch deployment policy, your
deployment step must include the name of the control repo associated with the module and the control repo branch
on which to base the feature branches Continuous Delivery for PE will create.

Here's an example of acomplete. cd4pe. yam filefor afor amodule. Thecont r ol _r epo pointer for the
impact analysistask isincluded inthet ar get : key section at the bottom of the staging pipeline.

spec_version: vl
config:
enabl e_pul | _requests_from forks: false
pi pel i nes:
st agi ng:
triggers:
- conmit
st ages:
- name: "lnpact analysis"
st eps:
- type: inpact_analysis
depl oynent s:
- "Deploynment to staging-rustler-1"
concurrent _conpilations: 10
al | _depl oynents: false
auto_pronote: false
- nane: "Deploynent to staging"
st eps:
- type: depl oynent
nane: "Deploynent to stagi ng-rustler-1"
pol i cy:
nane: eventual consistency
ti meout: 3600000
concurrent _conpilations: O
al | _depl oynents: fal se
pe_server: pe-github
target:
type: node_group
node_group_i d: 250f d263-8456-4114- b559- 9c6d9f a27748
control repo: cdpe-code-rustler-app-2020

Here's amodule's regex branch pipeline entry using the feature branch deployment policy. Thecont r ol _r epo and
base_feat ure_branch parameters at the bottom of thet ype: depl oynent step arerequired for this special
type of pipeline. These parameters specify which control repo is associated with this module, and which branch of
that control repo should be used to create feature branches when this pipelineis triggered.

pi pel i nes:

/feature_.*/:
triggers:
- commit
st ages:
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- name: "Validation stage"
st eps:
- type: job
nane: "nodul e-pdk-vali date"
aut o_pronote: any_conpl et ed
- nane: "Feature branch depl oynent stage"
st eps:
- type: depl oynent
nane: "Deploynent to hot-dog-prod-2"
policy:
nane: "cd4pe_depl oynents: : feature_branch
al | _depl oynments: false
pe_server: "hot-dog- prod- 2"
target:
type: node_group
control repo: "cc-hot-dog-app"
base_ feature_branch: "production”
aut o_pronote: false

Validating your . cd4pe. yam file

Every time you commit a change to your . cd4pe. yanl filein your control repo or module repo, Continuous
Delivery for PE usesthe YAML code to render the pipelines definitionsin the web Ul. To ensure that you commit
only well-formed Y AML code, use the validation tool in the Continuous Delivery for PE web Ul before committing.

1. Inthe Continuous Delivery for PE web Ul, navigate to the control repo or module whose pipelines you're
managing with code.

2. Atthetop of the Pipelines section, click Manage pipelines.
3. Select Manage as code. Continuous Delivery for PE displays your current pipelinesin YAML format.

4. Update the code in the window with the changes you wish to make. Alternatively, you can delete the contents of
the window and paste in code you've written elsewhere.

5. To check the syntax of your code, click Validate.

e |f your syntax isinvalid, an error message about the location of the issue appears.
e If your syntax isvalid, Copy to clipboard is activated.

6. Once your changes are complete and successfully validated, copy them into the . cd4pe. yam fileinyour
source control or module and commit your change.

. cd4pe. yam file syntax
Your . cd4pe. yam file must be formatted according to the syntax in this section.

Spec version

Every . cd4pe. yan filebeginswithaspec_ver si on declaration expressed as v<VERSI ON NUVBER>. This
sets the version of the Continuous Delivery for PE Pipelines as Code specification used when writing the file.

Presently, thereis only one version of the Continuous Delivery for PE Pipelines as Code specification, so your file
must begin as follows:

spec_version: vl

Config

Theconf i g section of your . cd4pe. yam file provides global pipeline configuration settings for all the pipelines
for the control repo or module where the YAML fileis housed.
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confi g key Description Value Default

enabl e_pul | _r equest sSthtesmhEiiekgull requests Accepts a Boolean. false
from forks of the control
repo or module can trigger
its pipelines.

depl oyrment _pol i cy_br@ptibnal. The name of Accepts a string. -
the branch where custom
deployment policies are
kept. If custom deployment
policies are found on the
specified branch, they can
be used when building
pipelines.

enabl e_pe_pl ans Optional. States whether to  Accepts a Boolean. true
allow the inclusion of Bolt
tasks in custom deployment
policies used in pipelines
for this control repo or
module.

Here'sasample conf i g section for a control repo that allows pull requests from forks and serves custom
deployment policies from the pr oduct i on branch:

config:
enabl e_pul | _requests_from forks: true
depl oynent _policy_branch: production
enabl e_pe_pl ans: true

Pipelines

The pi pel i nes section names each pipeline you're creating for a control repo or module. Itsvalueis key/value
pairs where each key corresponds to a pipeline. The key must have either the same name as a branch or aregular
expression (regex).

Note: Only oneregular expression entry is allowed per control repo or module.

To create two pipelines (one for aregex branch and one for the master branch), format the pi pel i nes section as
follows:

pi pel i nes:
/feature_.*/:
triggers:
- pull _request
- conmit
st ages:
- nane: "Lint/Parser validation"
auto_pronote: all_succeeded

st eps:
- type: job
nane: control -repo-puppetfile-syntax-validate
mast er :

triggers:

- pull _request

- conmit
st ages:
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- nane: "Deploy to production”
auto_pronote: all_succeeded
st eps:
- type: depl oynent
policy: direct_nerge
nane: "Direct merge to Production”
target:
type: node_group
node_group_i d: f cda068f - e499- 44ef - 81f 2- 255f c487b2e2
pe_server: cdpe-delivery
par anmet er s
stop_if_nodes_fail: 10
noop: false

Triggers
Thet ri gger s section must be set for each pipeline you create.
This section specifies the events in your source control system that cause the pipeline to start arun.

Theonly allowed valuesarepul | _request and commi t . You can set either or both of these values. If no valueis
set, the pipeline will not run except when triggered manually.

Stages
At least one st ages section must be set for each pipeline you create.

The st ages section accepts an array where each item is a stage in the pipeline. Each stage has a name, instructions
about when and whether to auto-promote to the next stage in the pipeline, and alist of stepsto be executed in parallel.

st ages key Description Value Default
nane The nameyou're giving the Acceptsastringin quotes.  Stage <STAGE
pipeline stage. NUMBER>
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st ages key

Description

Value Default

aut o_pronot e

Instructions on whether or
not to automatically go on
to the next pipeline stage
based on the conditions
specified.

Accepts one of the
following:

al | _succeeded

« fal se-0Only manua
promotions allowed.

« all_succeeded -
Auto-promote only if all
steps succeed.

e any_succeeded -
Auto-promote if any
step succeeds.

e all_conpleted-
Auto-promote only if all
steps complete (succeed
or fail) and no steps are
canceled.

e« any_conpl eted
- Auto-promote if
any step completes
(succeeds or fails)
and not all steps are
canceled.

Steps

At least one st ep section must be set for each st ages section you create.

A step defines a particular job to be performed in a pipeline stage. All steps are run concurrently, so the order in
which you list stepsin a stage doesn't matter.

Every step is defined using a hash of key/value pairs. Thet ype key isaways required, and the other keys are
dependent on the type of step selected. Thet ype key accepts the following values:

t ype values

Description

j ob

i npact _anal ysi s

A named test for Puppet code. The jobs available to your
workspace are found by clicking Jobsin the navigation
bar in the web Ul.

A report assessing the code change in the pipeline
for potential impact to nodes and configurationsin
deployments defined later in the pipeline.
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t ype values Description

pul | _request _gate A conditional checkpoint that ends the pipeline execution
at the pull request gate if the pipeline was triggered by a
pull request. If the pipeline was triggered by a commit,
the pipeline execution will continue beyond the pull

reguest gate.
depl oyment A Puppet code deployment.
Keysfor t ype: job
j ob key Description Required? Default
nane The name of thejob as yes -
listed in the Jobs page for
the workspace.

Toadd ajobcaled cont r ol -repo- puppetfil e-synt ax-val i dat e to apipeline, format thet ype: j ob
entry asfollows:

st eps:
- type: job
nane: control -repo-puppetfile-syntax-validate

Keysfor t ype: inpact_anal ysis

Note: If you include animpact analysisstepina. cd4pe. yani filefor amodule, see theinstructionsin the Keys
for t ype: depl oyment section about setting cont r ol _r epo on the deployment associated with the imapct
analysis task.

i npact _anal ysi s key Description Required? Default
concurrent _conpi | at i ldow many catalog no 10
compilationsto perform at
the same time.
Tip:

If your compilers are
hitting capacity when
performing an impact
analysis, lower this
number. Lowering this
number increases the
impact analysis run time.

depl oynent s A list of the deployments to -

assess the potential impact. _
Y ou must set either

Acceptsan array of Strings  gepl oynent s or
where each item is the al | _depl oynents.

name of a deployment in
your pipeline definition.
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i mpact _anal ysi s key Description Required? Default
al | _depl oynment s Whether to assess the false
impact to all deployments
in the pipeline.

Accepts a Boolean value.

puppet db_connect i on_Thetgoedut percod (in no 120
seconds) for requests to
PuppetDB during an impact
analysis task.

To add an impact analysis task running 10 compilations at a time on two specific deployments, and a second impact
analysis task running on all deploymentsin your pipeline that times out PuppetDB requests after three minutes, form
thet ype: inpact_anal ysi s entriesasfollows:

st eps:
- type: inpact_anal ysis
concurrent _conpilations: 10
depl oynent s:
- "Direct nerge to Production"
- "My PCl depl oynent™”
- type: inpact_anal ysis
al | _depl oynments: true
puppet db_connecti on_ti meout sec: 180

Keysfor type: pull _request _gate
Thepul | _request gat e step type does not take any additional keys.
To add a pull request gate to your pipeling, format thet ype: pul | _request gat e entry asfollows:

st eps:
- type: pull _request _gate

Keysfor t ype: depl oynent

depl oyrent key Description Value Required?
policy The deployment policy to  For built-in deployment yes
be used. policies, accepts the policy

name as a string.

For custom deployment
policies, accepts a key-

value pair defining the

policy to be used.

nane The name you're giving the Acceptsastringin quotes.  yes
deployment.
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depl oynent key Description Value Required?
t ar get Theinfrastructure (node Accepts key/value pairs yes, except for regex
group) that the deployment  and requiresat ype: branches
will target. node_group key. If
. used for amodule pipeline
Thet arget key isnot that contains an impact
used for deployments from . :
analysistask, also requires
regex branches. )
acontrol _repo: key.
Note: See Formatting the
t ar get key below.
pe_server The name in Continuous Accepts a string. yes
Delivery for PE of the Tio:
Puppet Enterprise instance p:
the deployment will target. | Find the name of your
PE instance by going
to Settings > Puppet
Enterprisein the web UI.
par anmet er s Any relevant parameters Accepts key/value pairs. no

defined by the deployment
policy. To find out which
parameters the policy takes,
see Built-in deployment
policies or refer to the
custom deployment

policy’ s documentation.

The name of the control
repo amoduleis associated
with.

control _repo

The branch in the

control _repo that
Continuous Delivery for PE
will useto create feature
branches.

base feature_branch

Accepts a string. only for module regex
branch pipelines using the
feature branch deployment
policy

only for module regex
branch pipelines using the
feature branch deployment
policy

Accepts a string.

To add a deployment using a built-in deployment policy to your pipeline, format thet ype:

depl oyrent entry as

follows:
st eps:
- type: depl oynent
policy: cd4pe_depl oynents: :direct_nerge
nane: "Direct nmerge to Production”
target:
type: node_group

node_group_i d:
pe_server: cdpe-delivery
par anet er s:

stop_if_nodes_fail:

noop: false

10

f cda068f - e499- 44ef - 81f 2- 255f c487b2e2
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ti meout: 60

To add a deployment using a custom deployment policy to your pipeline, format thet ype: depl oynent entry as
follows:

st eps:
- type: depl oynent
policy:
nane: depl oynents::custom policyl
source: name-of-control -repo
nane: "Direct merge to Production”
target:
type: node_group
node group_id: fcda068f-e499-44ef-81f 2- 255f c487hb2e2
pe_server: cdpe-delivery
par anet er s
policy_paraneterl: 10
pol i cy_paraneeter2: false

A CAUTION: Do not include sensitive parameters in your custom deployment policy if you use the custom
deployment policy in a pipeline managed with code.

To add a deployment to amodule for aregex branch pipeline using the feature branch deployment policy, format the

type: deployment entry as follows:

st eps:
- type: depl oynent
policy:
nane: "cd4pe_depl oynents: : feature_branch"
nane: "Deploynment to hot-dog-prod-2"
target:
type: node_group
pe_server: "hot-dog- prod- 2"
control repo: "cc-hot-dog-app"
base feature_branch: "production"

Formatting thet ar get key

Note: Thet ar get key isnot used for deployments from regex branches.

When used for acontrol repo pipeline or amodule pipeline that does not include impact analysis, thet ar get key
must be formatted as follows:

target:
type: node_group
node_group_id: fcda068f-e499-44ef - 81f 2- 255f c487b2e2

Presently, node_gr oup isthe only availablet ype.
To locate your target node group's I1D:

1. Inthe PE console, click Classification.
2. Locate your target node group and click its name. A page with information about the node group opens.

3. Inthe URL for the page, locate and copy the a phanumeric string that follows/ gr oups/ . Thisisyour node
group ID.

When used for amodule pipeline that includes an impact analysis step, thet ar get key must be formatted as
follows:

target:
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type: node_group
node_group_id: fcda068f-e499-44ef - 81f 2- 255f c487b2e2
control repo: cdpe-2018-1-pe-naster-1-control

Thecont r ol _repo key'svaueisthe name of the control repo used in the deployment associated with the impact
analysis task.

Analyzing the impact of code changes

Continuous Delivery for Puppet Enterprise (PE) lets you see the potential impact that new Puppet code will have on
your PE-managed infrastructure even before the new code is merged. Y ou can generate an impact analysis report on
demand for any commit to a control repo or module, or add impact analysis to a pipeline to automatically generate a
report on all proposed code changes.

» Generating impact analysis reports on page 109

Impact analysis reports show you the effect and risk of proposed code changes, allowing for quick review of lower-
risk changes while enabling additional scrutiny for higher-risk changes. Add an impact analysis task to each control
repo and module repo pipeline to generate an impact analysis report for every change submitted to your repos.

» Limitations of impact analysis on page 111

Some code changes may impact your infrastructure beyond what an impact analysis report displays. The technical
limitations of impact analysis reports are outlined here.

Generating impact analysis reports

Impact analysis reports show you the effect and risk of proposed code changes, allowing for quick review of lower-
risk changes while enabling additional scrutiny for higher-risk changes. Add an impact analysis task to each control
repo and module repo pipeline to generate an impact analysis report for every change submitted to your repos.

Note: When impact analysisis enabled, catalog compiles are generated every time an impact analysis task detects
that a node may be impacted by a change to your Puppet code. These additional compilesincrease the performance
load placed on your PE master.

Add impact analysis to a module pipeline

Once you add an impact analysis task to your module pipeline, the impact analysis report is automatically generated
each time the pipelineis triggered and the conditions you've set are met.

Before you begin

1. Configureimpact analysis.
2. Set up apipeline for your module that includes at |east one deployment.

A

Impact analysis reports are generated by diffing a newly generated catalog for the deployment conditions you've
set against the current catalog for the same deployment. The results of this process are shown in the impact analysis
report.

CAUTION: Impact analysisfailsif you include the $envi r onnent variablein your Puppet manifest.
Instead, use Hiera and class parameters.

Y ou can add as many impact analysis tasks to your pipeline as you wish, but each stage in the pipeline can have only
one impact analysistask. An impact analysis task cannot be in the same stage as a deployment.

1. Inthe Continuous Delivery for PE web Ul, click Modules. Click the name of the module you wish to add impact
analysisto.
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2. Select the pipeline you wish to add impact analysis to. Make sure there is at least one deployment present in the
pipeline.

Impact analysisis calculated for your pipeline using the deployment conditions you've chosen.

o0®
Add impact analysis to a stage that does not contain a deployment. Click M ore actions . Select Add item to

stage, then select Impact analysis.

Tip: For best results, add impact analysis to a stage in your pipeline that comes before a PR gate and before any
deployment stages.

4. Optional: Set the catalog compilation batch size. By default, Continuous Delivery for PE compiles 10 catalogs at a
time when performing an impact anaysis task.

5. Select the environments you want to generate an impact analysis report for.
6. For each selected environment, choose the control repo where the code associated with that environment is stored.
7. Click Add impact analysis.

Impact analysisis now enabled for your module pipeline. An impact analysis report is generated each time the
pipeline runs.

Add impact analysis to a control repo pipeline

Once you add an impact analysis task to your control repo pipeline, the impact analysis report is automatically
generated each time the pipelineis triggered and the conditions you've set are met.

Before you begin

1. Configureimpact analysis.
2. Set up apipeline for your control repo that includes at least one depl oyment.

A

Impact analysis reports are generated by diffing a newly generated catalog for the deployment conditions you've
set against the current catalog for the same deployment. The results of this process are shown in the impact analysis
report.

CAUTION: Impact analysisfailsif you include the $envi r onnent variable in your Puppet manifest.
Instead, use Hiera and class parameters.

Y ou can add as many impact analysis tasks to your pipeline as you wish, but each stage in the pipeline can have only
one impact analysistask. An impact analysis task cannot be in the same stage as a deployment.

1. Inthe Continuous Delivery for PE web Ul, click Control repos. Click the name of the control repo you wish to
add impact analysisto.

2. Select the pipeline you wish to add impact analysis to. Make sure there is at least one deployment present in the
pipeline.

Impact analysisis calculated for your pipeline using the deployment conditions you've chosen.

Add impact analysis to a stage that does not contain a deployment. Click M or e actions oo . Select Add item to
stage, then select Impact analysis.

Tip: For best results, add impact analysis to a stage in your pipeline that comes before a PR gate and before any
deployment stages.

4. Optional: Set the catalog compilation batch size. By default, Continuous Delivery for PE compiles 10 catalogs at a
time when performing an impact analysis task.
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5. Determine which environments you want to generate an impact analysis report for.
« Select Run for all environmentsin the pipeline to generate impact analysis for all environments used by all
deploymentsin the pipeline.
» Sdect Run for selected environments to choose which environments to run impact anaysis on from among
those used by the pipeline's deployments.

6. Click Add impact analysis.

Impact analysis is now enabled for your control repo pipeline. An impact analysis report is generated each time the
pipelineruns.

Generate an impact analysis report on demand
Y ou can create anew impact analysis report for any code change committed to a control repo or modulein
Continuous Delivery for PE without triggering a pipeline.
Before you begin
1. Configureimpact analysis.

Impact analysis reports are generated by diffing a newly generated catalog for the deployment conditions you've
set against the current catalog for the same deployment. The results of this process are shown in the impact analysis
report.

1. Inthe Continuous Delivery for PE web Ul, navigate to the control repo or module you wish to generate an impact
analysis report for.

2. Click Manual actions and select New impact analysis.

3. Select the branch where the code you want to analyze is|ocated, then select the specific commit that contains the
new code.

4. Select the PE instance that manages the nodes you want to analyze, then select the specific node group.

e For impact analysis on acontrol repo: If relevant, select an environment prefix.

e For impact analysis on amodule: Select the control repo where the modul€e's environment code is deployed.
5. Finally, set the number of node catal ogs that should be compiled concurrently.

6. Click Analyze. A new impact analysis report based on your selections is generated for you. Click View impact
analysisto be redirected to the report.

Note: Depending on the size of your node group, it may take several minutes for the impact analysis report to be
created.

Limitations of impact analysis

Some code changes may impact your infrastructure beyond what an impact analysis report displays. The technical
limitations of impact analysis reports are outlined here.

We've designed impact analysis to give you helpful information about the potential results of code changes to your
infrastructure. However, impact analysisis not designed to be an exhaustive report — do not use it as a substitute
for more exhaustive testing. For instance, there are certain circumstances in which we can't reliably calculate the full
impact of a code change. As an impact analysis user, it's critical that you understand that these limitations exist, and
that you remain alert to the possibility that code changes might have consequences for your infrastructure beyond
what impact analysis shows.

The following is a non-exhaustive list of some of the limitations of impact analysis. Thislist might be updated from
time to time, but is not compl ete.

e Changestoan environment'senvi r onnent . conf file. The downstream impact of changesto an
envi ronnent . conf filecannot be analyzed.
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« Brand-new code. New Puppet classes, facts, or functions that have never before been applied to any of your
nodes cannot be analyzed.

« Changesto functions. The impact of changes to afunction cannot be analyzed.

« Changesto facts. The impact of changesto afact cannot be analyzed.

e Changesto classnames used in classification. Changes to the names of classes that have been previously
classified in the classifier cannot be analyzed. A classification update in the classifier is required before Puppet
can locate the newly renamed class.

* Imported resources. While impact analysis can provide information about nodes that export resources, the
impact to nodes that receive those exported resources cannot be analyzed.

e Senditive datatypes. Any changesto data types marked as sensitive will not be analyzed.

« Aliasmetaparameter. Any resources using the alias metaparameter cannot be analyzed.

« Changesto Embedded Puppet templates. The impact of changes made to Embedded Puppet (. epp) or
Embedded Ruby (. er b) template files alone cannot be analyzed.

Remember: Reports generated by impact analysis are provided "AS-IS."

Deploying Puppet code

 Built-in deployment policies on page 112

Deployment policies are prescriptive workflows for Puppet code deployment that are built into Continuous Delivery
for Puppet Enterprise (PE). Y ou select the best deployment policy for your situation, and Continuous Delivery for PE
does al the Git heavy lifting for you, deploying your code to the right nodes.

» Creating custom deployment policies on page 117

If the built-in deployment policies included in Continuous Delivery for PE don't align with the way your organization
works with Puppet Enterprise, you can write a custom deployment policy tailored to your needs.

« Deploy code manually on page 118

Use the manual deployment workflow to push a code change to a specified group of nodes on demand.

¢ Deploy module code on page 118

Y ou can deploy new module code to your Puppet environments via a Continuous Delivery for PE module pipeline.
Todo so, youmust firstadd a: br anch => : cont r ol _br anch declaration to the modul€e's entry in your control
repo's Puppetfile.

* Require approval for deployments to protected Puppet environments on page 119

If your organization's business processes require manual review and approval before Puppet code is deployed to
certain environments, set up an approval group of individuals with the authority to provide the needed review and
sign-off. These approvers are contacted each time a deployment to a protected environment is proposed.

Built-in deployment policies

Deployment policies are prescriptive workflows for Puppet code deployment that are built into Continuous Delivery
for Puppet Enterprise (PE). Y ou select the best deployment policy for your situation, and Continuous Delivery for PE
does al the Git heavy lifting for you, deploying your code to the right nodes.

Which deployment policy should | use?

Continuous Delivery for PE includes built-in deployment policies, each with a different branching workflow. Use the
table below to select the best deployment policy for your circumstances.
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Deployment policy Best for...

Direct deployment policy «  Small or trivial changes

e Changesthat you have ahigh level of confidence will
not cause issues when deployed

Temporary branch policy «  Fully tested changes
« Changesyou'd like to have validated through
deployment
*  Workflowsthat don't require extensive logging of
historic data
Eventual consistency policy *  Fully tested changes
« Large PE instalations with regularly scheduled
Puppet runs

« Situations in which running additional orchestrator
jobsisundesirable

Feature branch policy + Changes made on a feature branch that haven't been
merged

Direct deployment policy

The direct deployment policy isthe most basic of the four deployment policies offered in Continuous Delivery for PE.
This policy isbest to useif you wish to deploy a certain commit to a specified environment, then run Puppet on that
environment (and only that environment) to deploy your changes.

(gkoduction

When you kick off a deployment using the direct deployment policy, Continuous Delivery for PE performsthe
following steps.

Step 1. puppet - code depl oy

Using Code Manager, Continuous Delivery for PE synchronizes the selected code change with your PE instance by
running puppet - code depl oy on Puppet Server.
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Continuous Delivery for PE creates a new environment group that's a child of the node group you selected when
setting up your deployment. The child node group inherits al the rules, configuration settings, and variables of its
parent node group. A Puppet Query Language query pins all the nodes associated with the parent node group to the

child node group.

This environment node group is temporary; when the deployment is complete, it is automatically deleted. It's likely
that you won't ever need to interact directly with this environment group.

Step 3: Running Puppet

Continuous Delivery for PE uses the orchestrator to kick off a Puppet run on the nodes in the child node group. The
orchestrated Puppet run updates nodes as quickly as the concurrency limits of Puppet Server allow. Y ou can monitor
the progress of this process on the deployment details page in the Continuous Delivery for PE web Ul.

Step 4: Clean-up

When the Puppet run is complete, Continuous Delivery for PE deletes the child environment group and moves the
HEAD of your target branch in your source control repository to the commit you chose to deploy.

Direct deployment policy parameters

The following optional parameters are available to customize the behavior of your direct deployment. Set these
parameters in the web Ul when creating a new deployment using the direct deployment policy, or add them to the
your . cd4pe. yan fileaspart of adepl oyment step type declaration.

Par ameter Description

Default value Valuetype

max_node_f ai | ur eThe maximum
number of nodes
that can fail before
the deployment is
stopped and reported
asafailure.

noop Whether to perform
the Puppet runsin no-
op mode.

fail _if_no_nodesWhether to stop the
deployment and
report afailureif the
selected node group
does not contain any
nodes.

- integer

fase Boolean

fase Boolean

Temporary branch policy

During a deployment using the temporary branch policy, Continuous Delivery for PE creates atemporary Git branch
containing the code you wish to deploy, and atemporary environment group containing the nodes you're deploying
codeto. Y our new code is then mapped to the temporary environment group in batches, allowing you to be certain
that your new Puppet code works with each node before the changes are deployed to the full environment.
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N

production

When you kick off a deployment using the temporary branch policy, Continuous Délivery for PE performsthe
following steps.

Step 1. New branch

Continuous Delivery for PE creates a new branch in your source control repository with the commit you've selected at
itstip. This branch is temporary; when the deployment is complete, it will be automatically deleted. It's likely that you
won't ever need to interact directly with this temporary branch.

Step 2: puppet - code depl oy

Using Code Manager, Continuous Delivery for PE synchronizes the code changes with your PE instance by running
puppet - code depl oy on Puppet Server.

Step 3: Temporary environment group

Continuous Delivery for PE creates a new environment group that's a child of the node group you selected when
setting up your deployment. The child node group inherits all the rules, configuration settings, and variables of its
parent node group. A Puppet Query Language query pins al the nodes associated with the parent node group to the
child node group.

This environment node group is temporary; when the deployment is complete, it is automatically deleted. It's likely
that you won't ever need to interact directly with this environment group.

Step 4: Running Puppet

Continuous Delivery for PE uses the orchestrator to kick off a Puppet run on the nodes in the child node group.
Puppet runs on afew nodes at atime, based on the stagger settings you specified when setting up the deployment.

Y ou can monitor the progress of this process on the deployment details page in the Continuous Delivery for PE web
Ul.

Step 5: Clean-up

When all the Puppet runs have completed successfully (or in the event that the termination conditions you specified
are met), Continuous Delivery for PE deletes the child environment group, moves the HEAD of the target branch in
your source control repository to point to your chosen commit, and del etes the temporary Git branch created at the
beginning of this process.

Temporary branch deployment policy parameters

The following optional parameters are available to customize the behavior of your temporary branch deployment. Set
these parameters in the web Ul when creating a new deployment using the temporary branch deployment policy, or
add them to the your . cd4pe. yam fileas part of adepl oynent step type declaration.
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Par ameter Description Required? Default value Valuetype
bat ch_del ay How many seconds  no 60 integer
to wait between each
deployment batch.
batch_si ze How many nodes no 10 integer
toincludeina
deployment batch.
max_node_f ai | ur eThe maximum no - integer

number of nodes
that can fail before
the deployment is
stopped and reported
asafailure.

noop Whether to perfform  no false Boolean
the Puppet runsin no-
op mode.

fail _if_no_nodesWhether the no true Boolean
deployment should
fall if there are
no nodesin the
target node group or
environment.

Eventual consistency policy

The eventual consistency policy is designed for situations in which you wish to deploy new Puppet code, but prefer to
wait for nodes to check in on their regular schedule to pick up the changes, rather than kicking off a dedicated Puppet
run with the orchestrator. By using this policy, impacted nodes all eventually reach consistency with the new code.

When you kick off a deployment using the eventual consistency policy, Continuous Délivery for PE performsthe
following steps:

Step 1: puppet - code depl oy

Using Code Manager, Continuous Delivery for PE synchronizes the selected code change with your PE instance by
running puppet - code depl oy on Puppet Server.

Step 2: Code changes areimplemented during the next round of scheduled Puppet runs
The new code is delivered to the impacted nodes the next time they check in according to their established schedule.

Eventual consistency deployment policy parameters

The eventual consistency deployment policy does not have any optional or required policy parameters.

Feature branch deployment policy

The feature branch deployment policy is used only in regex branch pipelines. Code changes you've made in afeature
branch are deployed to a Puppet environment with the same name as the feature branch.

When you kick off a deployment to aregex branch pipeline using the feature branch deployment policy, Continuous
Délivery for PE performs the following steps:

Step 1. puppet - code depl oy

Using Code Manager, Continuous Delivery for PE deploys the commit in the pipeline to a Puppet environment with
the same name as the branch that triggered the pipeline. If an environment with this name doesn't already exist,
Continuous Delivery for PE createsit during the deployment.
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Feature branch deployment policy parameters

The feature branch deployment policy does not have any optional or required policy parameters.

Creating custom deployment policies

If the built-in deployment policies included in Continuous Delivery for PE don't align with the way your organization
works with Puppet Enterprise, you can write a custom deployment policy tailored to your needs.

A

In a custom deployment policy, you declare the steps that need to happen in order to deploy your Puppet code
changes. Because custom deployment policies leverage Bolt plans, you can configure your policiesto automate the
processes that make up your current deployment workflow. This means your custom policies can include:

CAUTION: Custom deployment policies are a beta feature. As such, they may not be fully documented or
work as expected; please explore them at your own risk.

« Git processesin your source control provider of choice

» Changesto your node groups with Puppet orchestrator

« Bolt tasks and plans

« Automatic notifications viathe third-party services you use daily, such as Slack and ServiceNow

Thepuppet | abs- cd4pe_depl oynent s moduleisbuilt into Continuous Delivery for PE, so you don't need to
download or install anything in order to use custom deployment policies. To see the full list of what's available for
inclusion in your custom deployment policy, see the documentation for the puppet | abs- cd4pe_depl oynent s
module.

If you need some inspiration, see how the deployment policies built into Continuous Delivery for PE look when
written in custom deployment policy format.

Custom deployment policy prerequisites and cautions

* Inorder for your custom deployment policies to be available for use in the web UI, you must have webhooks
enabled between Continuous Delivery for PE and your source control system.

« Do not include sensitive parametersin your custom deployment policy if you use the custom deployment policy in
a pipeline managed with code.

Add a custom deployment policy to your control repo

Each custom deployment policy file you create must be stored in amodule named depl oynent s in the control repo
that will utilize the policy.

Before you begin
Decide which branch in your control repo will house your custom deployment policies. By default, Continuous
Delivery for PE looks for custom deployment policies on the pr oduct i on branch.

If your control repo doesn't have apr oduct i on branch, or if you prefer to store custom deployment policies on
adifferent branch, tell Continuous Delivery for PE where to look for your custom deployment policies by using
thedepl oynment _pol i cy_branch setting of theconf i g section of . cd4pe. yanl file. For details, see
Structuring a .cd4pe.yaml file.

Important: If you don't store your custom deployment policies on the pr oduct i on branch, you must manage your
control repo's pipelineswith a. cd4pe. yam filein order to use them.
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1. Inyour control repo, on the pr oduct i on branch (or the branch you've set asthe
depl oynent _policy_branchinyour. cd4pe. yam file), create a new Puppet module named
depl oynent s.

In order for Continuous Delivery for PE to find and run your custom deployment policies correctly, this module
must liveinthe/ nodul es,/ site,or/ site-nodul es directory of your control repo.

2. Add your custom deployment policy fileto the/ pl ans directory inthedepl oynment s module.

Deploy code manually

Use the manual deployment workflow to push a code change to a specified group of nodes on demand.

1. Inthe Continuous Delivery for PE web Ul, click Control repos, then select the control repo you wish to deploy
from.

2. Click Manual actions and select New deployment.

3. Select the branch on which you made the change you're going to deploy, the commit you want to deploy, and your
Puppet Enterprise instance.

Note: If you're creating an on-demand deployment for aregex branch pipeline, the commit at the HEAD of your
feature branch is selected for you.

4. Select the Puppet environment you wish to deploy the change to.
5. Select adeployment policy.

See Deployment policies to learn more about the deployment policies and how they work.

6. Optional: Set termination conditions for this deployment, and choose the humber of nodes that can fail before the
deployment is stopped.

7. Givethe deployment a name, then click Deploy.

Monitor the progress of your deployment on the deployment details page that opens when you launch the
deployment.

Deploy module code

Y ou can deploy new module code to your Puppet environments via a Continuous Delivery for PE module pipeline.
To do so, you must firstadd a: branch => : control _branch declaration to the modul€'s entry in your control
repo's Puppetfile.

Module code is deployed to your Puppet environments using the eventual consistency deployment policy. When you
trigger a module deployment, Continuous Delivery for PE creates a new branch in your module repository with the
same name as your target Puppet environment. This new branch contains the code to be deployed.

Continuous Delivery for PE then triggers Code Manager, which readsthe: br anch => : control _branch
declaration referring to the module in the control repo's Puppetfile and adds the new module code to the control repo.
The new module code is now ready to be deployed to your chosen Puppet environments on the next scheduled Puppet
run.

1. Open the Puppetfile that includes the module you wish to deploy. Add a: branch => : control _branch
declaration to the modul€e's section of the Puppetfile, asin the following example.

nmod ' apache',
(gt => 'https://github. com puppet| abs/ puppet| abs-apache',
:branch => :control branch,
:default_branch => 'master’

To learn more about the: branch => : cont r ol _br anch option, see Declare content from arelative control
repo branch in the Code Manager documentation.
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In the Continuous Delivery for PE web Ul, click M odules and select the module you wish to deploy.
If you haven't already done so, create a pipeline for your module.

Click + Add stage. Select M odule deployment.

Select your PE instance and choose the Puppet environment the module code will be deployed to.
Click Add deployment.

o 0k~ WD

Y our module pipeline is now set up to deploy new module code to your chosen Puppet environments any time the
pipelineistriggered.

Require approval for deployments to protected Puppet environments

If your organization's business processes require manual review and approval before Puppet code is deployed to
certain environments, set up an approval group of individuals with the authority to provide the needed review and
sign-off. These approvers are contacted each time a deployment to a protected environment is proposed.

Before you begin
Make sure SMTP has been configured for your Continuous Delivery for PE installation. For instructions, see
Configure SMTP.

Enabling a manual approval checkpoint on deployments to protected Puppet environments is a two-step process. First,
designate the Continuous Delivery for PE users with the authority to approve or reject deployment requests. Next,
designate the Puppet environments that require manual deployment approval.

Important: Designating approvers requires super user permissions.

1. Create an approval group. The members of this group review all proposed deployments to the environments you
designate as protected and manually approve or decline each deployment.
a) Inthe Continuous Delivery for PE web U, click Settings.
b) Inthe Groupstab, click + Create new group.
¢) Enter aname (such as Appr oval ) and description for your new group, then click Save.

d) In each permissions category, select the permissions you wish to assign to the approval group and click Save
and add users.

Important: At aminimum, the approval group must have the List permission for Control reposin order to
view and approve or deny deployments.

€) Onthe Add users page, add the individuals with the authority to approve or deny deployments to protected
environments.

e Search for users by username or email address.
2. Designate which Puppet environments reguire deployment approval .
a) Click the Puppet Enterprise tab.
b) Click the number (likely "0") in the Protected environments column for your PE instance.
c) Select the Puppet environment that requires deployment approval .
d) Select the approval group you created in step 1.
e) Click Add.
f) If necessary, repeat these steps to designate additional environments as protected, then click Done.
Now that this set-up process is complete, each time a deployment to the protected environment is triggered, either

manually or through a pipeline run, the members of the approval group receive an email and a messagein the
message center aerting them that approval of the deployment is required.

A member of the approval group must review the deployment's details page and click Provide approval decision.
After they approve or decline the deployment, arecord of their decision is added to the deployment's details page.
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Troubleshooting

Use this guide to troubleshoot issues with your Continuous Delivery for Puppet Enterprise (PE) installation.

Note: For PE instanceswith areplica configured for disaster recovery. In the event of a partial failover,
Continuous Delivery for PE is not available. Learn more at What happens during failoversin the PE documentation.
To restore Continuous Delivery for PE functionality, you must promote the replicato primary server.

Stopping and restarting the Continuous Delivery for PE container

Continuous Delivery for PE isrun as a Docker container, so stopping and restarting the container is an appropriate
first step when troubleshooting.

If you installed Continuous Déelivery for PE with the cd4pe module:

e Stopthecontainer: servi ce docker-cd4pe stop
* Restart the container: servi ce docker - cd4pe start

If you installed Continuous Delivery for PE from the PE console and installed the cd4pe module to automate
upgrades:

e Stopthecontainer: servi ce docker-cd4pe stop
» Restart the container: servi ce docker - cd4pe start

If you installed Continuous Déelivery for PE using Docker, or if you installed from the PE console but have not
installed the cd4pe module:

« Stopthe container: docker stop <CONTAI NER_NANVE>
* Restart the container: docker run <CONTAI NER_NAME>, passing in any applicable environment variables

Note: To print the name of the container, rundocker ps.

Accessing the Continuous Delivery for PE logs

Because Continuous Délivery for PE is run as a container in Docker, the software's logs are housed in Docker.

To access the Continuous Delivery for PE logs, rundocker | ogs <CONTAI NER_NANVE>.

Note: To print the name of the container, run docker ps.

If you installed the software using the cd4pe module, rundocker | ogs cd4pe.

PE component errors in Docker logs

The Docker logs include errors for both Continuous Delivery for PE and for the numerous PE components used
by the software. It simportant to realize that an error in the Continuous Delivery for PE Docker log may actually
indicate an issue with Code Manager, r10k, or another component running outside the Docker container.

For example, this Docker log output indicates a Code Manager issue:

Modul e Depl oynent failed for
PEMbdul eDepl oynent Envi r onnment [ nodeGr oupBr anch=cd4pe_| ab,

nodeG oupl d=a923c759- 3aa3- 43ce- 968a- f 1352691cal02, nodeG oupNane=Lab
envi ronment ,

peCredenti al sl d=Puppet Ent er pri seCredenti al sl d[ dormai n=d3, nane=| ab- MM,
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pi pel i neDesti nationl d=null, targetControl Repo=null,
t ar get Cont r ol RepoBr anchName=nul | ,
t ar get Cont r ol RepoHost =nul |, target Control Repol d=nulI].
Puppet Code Deploy failure: Errors while depl oying environnent
' cd4pe_| ab' (exit code: 1):
ERROR -> Unabl e to deternine current branches for Gt source 'puppet' (/etc/
puppet | abs/ code- st agi ng/ envi r onnent s)
Oiginal exception: malformed URL 'ssh://git@itbucket. org: myconpany/
control lab.git'
at /opt/ puppet!| abs/ server/ dat a/ code- manager/ wor ker - caches/ depl oy- pool - 3/

ssh---git @it bucket. org-myconpany-control _|ab.git

For help resolving issues with PE components, see the Puppet Enterprise troubleshooting documentation.

Error IDs in web Ul error messages
Occasionaly, error messages shown in the Continuous Delivery for PE web Ul include an error ID and instructions to
contact the site administrator. For example:

Remove 'docker’ capability?

Are you sure you want to remove this capability?

AR P

Please contact the site administrator for support along with errorld=[md5:35910b8341bf229e7040af2a1cedbfe7 2020-02-06 19:33

lebgebei26uda0x1k8uxtmzdvu]

Remove Cancel

Errors of thiskind are shown without additional detail for security purposes. Users with root access to the Continuous
Delivery for PE host system can search the Docker log for the error ID to learn more.

Duplicate job logs after reinstall

A job'slog is housed in object storage after the job is complete. If you reinstall Continuous Delivery for PE but reuse
the same object storage without clearing it, you might notice logs for multiple jobs with the same job number, or job
logs aready present when anew job has just started.

To remove duplicate job logs and prevent their creation, make sure you clear both the object storage and the database
when reinstalling Continuous Delivery for PE.

Name resolution

Inside its Docker container, Continuous Delivery for PE relies on its host's DNS system for name resolution. Many
can't reachandti meout connecti ng errorsreported in the Docker logs are actually DNS lookup failures.

To address name resolution in Continuous Delivery for PE, you have two options:

1. Set up aDNS server for Continuous Delivery for PE that includes all the required hosts.
2. Usethecd4pe_docker _ext ra_par ans flag to add hostnames to the container's/ et ¢/ host s file. The
value will be an array of stringsin theformat - - add- host <HOSTNAME>: <| P_ADDRESS>. For example:

["--add-host pe-201920- naster. myconpany. vl an: 10. 234. 3. 142", "--
add- host pe-201920- agent. nyconpany. vl an: 10. 234. 3. 110", "--add- host
gi tl ab. myconpany. vl an: 10. 32. 3. 110"]

See Advanced configuration options for more information.
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If you need atemporary workaround to solve a name resolution issue, you can edit the Docker container's/ et ¢/
host s file directly. However, these changes will be erased whenever the Docker container restarts, so this method
should not be used as a permanent sol ution.

Improving job performance by caching Git repositories

Users with large Git repositories can enable Git repository caching in order to improve job performance. By default,
repository caching is disabled.

To enable Git repository caching, set CD4APE_ENABLE_REPO_CACHI NG=TRUE as avalue for the
cd4pe_docker _ext ra_par ans parameter on the cd4pe class.

Class: cd4pe

Parameter, Value
"-e CD4PE_ENABLE_REPO_CACHING=TRUE
cd4pe_docker_extra_params # [ec e o e ! Add parameter

* Discard this class

Note: To pass additional arguments to the Docker process running the Continuous Delivery
for PE container, you must specify them as an array. For example: [ " - - add- host

gi tl ab. puppet debug. vl an: 10. 32. 47. 33", "-v [ etc/ puppet | abs/ cd4pe/
config:/config","--env-file /etc/puppetlabs/cd4pe/ env-extra","-e
CDAPE_LDAP_GROUP_SEARCH S| ZE_LI M T=250"]

Including the . gi t directory in cached repositories

Beginning with version 3.12.0, the . gi t directory isautomatically omitted when copying cached Git repositories to
job hardware. This means that the job cannot perform Git actions on the code. If needed, you can adjust this setting so
that the. gi t directory isincluded in the cached repository.

Toincludethe. gi t directory in copies of cached Git repositories sent to job hardware,
set CD4PE_|I NCLUDE_Q T_HI STORY_FOR_CD4PE_JOBS=TRUE asavalue for the
cd4pe_docker _extra_par ans parameter on the cd4pe class.

Adjusting the timeout period for jobs

In some circumstances, such as when working with large Git repositories, you may need to adjust the length of the job
timeout period. Use the environment variables in this section to customize your job timeout period.

To use any of the environment variables in this section, set them as avalue for the
cd4pe_docker _extra_par ans parameter on the cd4pe class.

Note: To pass additional arguments to the Docker process running the Continuous Delivery
for PE container, you must specify them as an array. For example: [ " - - add- host

gi t| ab. puppet debug. vl an: 10. 32. 47. 33", "-v [ et c/ puppet | abs/ cd4pe/
config:/config","--env-file /etc/puppetlabs/cd4pe/ env-extra","-e
CD4PE_LDAP_CROUP_SEARCH_SI ZE_LI M T=250"]

Variable Description Default value

CDAPE_JOB _GLOBAL_TI MEQUT MSHdTRSdefault timeout period 12 (minutes)
for jobs. Once this timeout period
elapses, the job fails and a timeout
message is printed to the log.
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Variable Description Default value

CD4APE_JOB _HTTP_READ TI MEQUSBetdthéfTiSout period for ajob 11 (minutes)
connecting to an endpoint.

CD4APE_REPO_CACHE RETRI EVAL Orl\vEekdif I@iNLEIESitory caching 10 (minutes)
isenabled. Sets the timeout period
for athread attempting to access a
cached Git repository.

CD4APE_BOLT_PCP_READ Tl MEOUBetSHIR Bolt PCP read timeout 60 (seconds)
period.

Note: Jobs cannot proceed while
filesyncisrunning. If afile sync
operation is not completed before
the Bolt PCP read timeout period
elapses, the job fails. Increase the
Bolt PCP read timeout period to
prevent these job failures.

In order to ensure that all useful error messages are printed to the logs, make sure that

the value of CD4PE_JOB_GLOBAL_TI MEQUT_M NUTES islarger than the value of
CD4APE_JOB _HTTP_READ TI MEQUT_M NUTES, and that both are larger than the value of
CDAPE_REPO CACHE RETRI EVAL_TI MEQUT_M NUTES.

Migrating 3.x data to 4.x

The Continuous Delivery for PE 4.x series runs on amanaged Kubernetes cluster, so your 3.x series data must be
migrated to the new installation.

The migration process has four main steps:

1. Upgrade your existing 3.x installation to version 3.13.8.

2. Create anew installation of Continuous Delivery for PE version 4.x.
3. From the version 3.x root console, run the migration task.

4. Restart the 4.x installation, which is now populated with your 3.x data.

What gets migrated?
The migration task copies and migrates to 4.x:

* The database, which contains all your Continuous Delivery for PE 3.x installation's information, users,
integrations, history, and artifacts except job commands and job logs.

Note: If you've configured your 4.x installation to use an externally managed PostgreSQL database, this step is
skipped.

» The object store, which contains all of your 3.x installation’s job commands and job logs.

Note: The 4.x seriesreplaces external Artifactory and Amazon S3 object storage with a built-in highly available
object storage system. Y our 3.x object store will be migrated to the built-in 4.x object store.
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« Any of thefollowing configuration settings, if in use on 3.x:

CD4PE_REPO_CACHE_RETRI EVAL_TI MEOUT_M NUTES
CD4PE_LDAP_GROUP_SEARCH SIZE LIM T
CD4PE_ENABLE_REPO_CACHI NG
CD4PE_HTTP_CONNECTI ON_TI MEQUT_SEC
CD4PE_HTTP_READ_TI MEOUT _SEC

CD4PE_HTTP_WRI TE_TI MEOUT SEC
CD4PE_HTTP_REQUEST_TI MEOUT _SEC

CD4PE_| NCLUDE_G T_HI STORY_FOR_CD4PE_JOBS
CD4PE_JOB_GLOBAL_TI MEQUT_M NUTES
CD4PE_JOB_HTTP_READ TI MEOUT_M NUTES

The migration task updatesin the 4.x installation:
» The webhooks between your source control system and the Continuous Delivery for PEbackend endpoint URL.
Note: This step is optiona when running the migration task. The migration task is designed to be safely run

more than once, so you can make sure your 4.x installation is ready for full-time use before you enable webhook
updates.

The migration task does not copy or move to 4.x:

e The 3.x root user, as you created a new root user when installing 4.x.
e TheJVM ARGS configuration setting, if in use on 3.x.
» Backup tables created for you by Continuous Delivery for PE during the 3.x series:

e app- pi pel i nes- 3-0- backup. pfi - created during the upgrade from 2.x to 3.x
e pe-ia-node-results-cve-2020-7944- backup. pfi andpe-i a-resource-resul ts-
cve- 2020- 7944- backup. pfi - created as part of the CVE 2020-7944 remediation in version 3.4.0

Migration cautions
A super user or the root user must perform this process.
Migrating from alocal database in a 3.x installation to an external database in a4.x installation is not supported.

New data created in the 3.x installation during the migration process might not be migrated to the 4.x installation. If
data created during the migration processis missing after migration is complete, re-run the migration task.

The migration process is potentially memory-intensive, and can exceed the default Java heap size set by Continuous
Delivery for PE. If you encounter anout of nenory error during the migration process, double the heap size
on your 4.x installation by adding Java virtual machine arguments such as the following on the Config page of the
platform admin console:

-Xnme512m - Xnx1G

Run the migration task

The migration task uses temporary credentials to establish a connection between your 3.x and 4.x installations, then
migrates your 3.x installation data to a new 4.x installation.

Before you begin

1. Upgradeyour 3.x installation to version 3.13.8. The migration task failsif you run it on any other 3.x version.
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Create anew 4.x installation.

a. Review the Puppet Application Manager system requirements.

b. Follow theinstructions that match your environment to Install Puppet Application Manager.

c. According to your environment, either Configure and deploy Continuous Delivery for PE, or Configure and
deploy Continuous Delivery for PE in an offline environment.

A

Make sure that your 3.x installation can reach the Kubernetes API running on your 4.x installation.

If your new 4.x installation is behind a proxy, set both HTTP_PROXY and HTTPS_PROXY as values for the
cd4pe_docker _extra_par ans parameter on the cd4pe classfor your 3.x installation, passing in the URL
of your proxy.

CAUTION: Do not perform any integrations or create any new data in the 4.x installation until migration
is complete.

Note: To pass additional arguments to the Docker process running the Continuous Delivery for PE container, you

must specify them as an array. For example: " - e HTTPS_PROXY=htt ps: // pr oxy. exanpl e. com', "-
e HITP_PROXY=htt ps:// proxy. exanpl e. cont

In the platform admin console, click Config.

Inthe Migration area, select the We're migrating an existing Continuous Delivery for PE 3.x instance option.
Scroll to the bottom of the page and click Save config.

When this setting is enabled, datais allowed to move between your 3.x and 4.x installations.
When the success message appears, click Go to new version. On the Version history page, click Deploy.
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4. Generate the temporary credentials needed to connect the two installations. On the server where you installed 4.x,
run the following script:

#! / bi n/ bash
C _DEFAULT="\ e[ Ont
C _CGREEN="\ ¢[ 0; 32nf

CD4PE_NAMESPACE="def aul t "

K8S_SERVER URL="$(kubectl config view --nmnify -o
jsonpath="{.clusters[*].cluster.server}')"
K8S TOKEN="$(kubect!| -n $CDAPE_NAMESPACE get secret $(kubectl -n
$CDAPE_NAMESPACE get secrets | grep “cd4pe-nmigration | cut -f1 -d"' ') -0
jsonpath="{['data ][ 'token']}")"
if [ -z "${K8S_TOKEN}" ]; then
printf "Kubernetes token not found. Check to ensure 'Enable
nmgration of an existing CDAPE instance' is checked in the application
configuration\n"
exit -1
fi

K8S_CA CERT="$(kubectl config view --raw --mnify -o
jsonpath="{.clusters[*].cluster.certificate-authority-data}')"

printf "${C GREEN} Kubernetes APl server URL: ${C DEFAULT}\ n\ n%s\n\n" \
"${ K8S_SERVER URL}"

printf "${C GREEN} Kubernetes service account token: ${C DEFAULT}\ n\ n%s\ n\ n"
\
"${ KBS_TOKEN} "

printf "${C GREEN}Kubernetes APl CA certificate: ${C DEFAULT}\ n\ n%s\ n\ n" \
" ${ K8S_CA_CERT}"

Note: If necessary, change the value of the CD4PE_NAMESPACE variable to your installation's namespace. Most
installations use the def aul t namespace.

5. Inthe Continuous Delivery for PE root console of your 3.x installation, navigate to Settings > Migration. Copy
the credential s you generated in step 4 into the appropriate fields.

6. Click Start migration and confirm your settings.

7. Monitor the status of the migration task in the 3.x Docker logs. Access the logs by running docker | ogs
cd4pe.

The migration task first migrates your database tables, then your object store, and finally updates your webhooks,
if applicable. When complete, aRan migration task in <tine el apsed> messageisprinted to the
log.

8. Next, redeploy the 4.x installation. In the platform admin console, click Config.

9. Inthe Migration area, deselect the We're migrating an existing Continuous Delivery for PE 3.x instance
option. Click Save config.

10. When the success message appears, click Go to new version. On the Version history page, locate the newly
created version and click Deploy. Navigate to the 4.x installation, which now is populated with migrated data, and
log in with your 3.x user credentials (not the root account).

Test the new 4.x installation

It's extremely important to thoroughly test the 4.x installation to make sure that the data has been properly migrated
and al functionality is working as expected before moving on.
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1. Test thedata migration. Make sure that the data from your 3.x installation is now present in your 4.x installation
by completing the following for each workspace in your 4.x installation:
* Review the event logs for all control repos and modules
e Check that al jobs and hardware connections are present
e Check that al users and user groups are present
2. If you discover that any datais missing or looks incorrect, rerun the migration task.

Note: Eachtimeit runs, the migration task deletes any database tablesit findsin the 4.x installation and recreates
the tables from the 3.x installation's current status.

3. Test manual pipeine runs. To make sure that the 4.x installation is functioning properly, trigger a manual
pipeline run for each control repo and module in each workspace in your 4.x installation.
Run a pipeline manually by selecting Trigger pipeline from the Manual actions menu located above the
pipeline.

4. When you've confirmed that all your 3.x datais present in the 4.x installation and manual pipeline runs complete
successfully, move on to the next migration step: updating webhooks.

Update webhooks

Asafinal step in the 3.x to 4.x data migration process, or any time you change the location of your Continuous
Delivery for PE installation, update the webhooks that connect Continuous Delivery for PE with your source control
provider.

1. Inthe Continuous Delivery for PE 4.x root console, click Settings > Webhooks.
2. Enter the backend service endpoint of your previous Continuous Delivery for PE installation.

If you're updating webhooks as the final step in a3.x to 4.x datamigration, enter the backend service endpoint
shown on the Settings > Endpoints page in the 3.x root console.

3. Click Update webhooks.
Continuous Delivery for PE updates all webhooks to point to the current installation.

Once you update your webhooks to point to the 4.x installation, do not create new datain the 3.x installation, and do
not run the migration task again.

Post-migration next steps and troubleshooting

Once your 3.x datais migrated, the 4.x installation has been thoroughly tested, and webhooks are updated, you're
ready to begin using 4.x with your team. However, you should not immediately decommission your 3.x installation,
asit may be necessary to roll back to 3.x if issues arise.

Keep your 3.x installation intact until you are fully confident that all features of the new 4.x installation are working
as expected. As a precautionary measure, we strongly advise maintaining theinactive 3.x installation for the
first two months of using 4.x.

Maintaining the dormant 3.x installation for an extended test period allows you to roll back to 3.x and prevent
production environment disruptions in the event that an issue arises with your 4.x migration.

Rolling back to the 3.x installation

If necessary, you can temporarily roll back to the 3.x installation by switching the active webhooks from the 4.x
installation to the 3.x installation and generating new access tokens for al PE instances connected with the 3.x
installation.

1. Inyour 3.x installation, navigate to a control repo's pipeline and click M anage pipelines.
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2. Select Manage in theweb Ul and locate the Automation webhook section, where the webhook (including
token) for your control repo is printed.

3. Copy the webhook and navigate to the corresponding repository in your source control provider. Add the
webhook to the repository and remove the webhook that points to the 4.x installation.

4. Repeat this process for each control repo and module repo in your 3.x installation.

5. Generate a new access token for each PE instance connected with the 3.x installation by navigating to Settings >

Puppet Enterprise and clicking Edit credentials &
6. Select Basic authorization or API token and enter the required information:

« For Basic authorization, enter the username and password for your "Continuous Delivery" user. Continuous
Delivery for PE uses thisinformation to generate an API token for you. The username and password are not
saved.

» For API token, generate a PE access token for your "Continuous Delivery” user using puppet - access or
the RBAC v1 API, and pasteit into the API token field. For instructions on generating an access token, see
Token-based authentication.

Note: To avoid unintended service interruptions, create an access token with a multi-year lifespan.

Once the 3.x webhooks and new PE access tokens are in place, you can resume using the 3.x installation.

When you're ready to return to 4.x, repeat the migration process from the beginning.
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